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6.1   Introduction

Energy fluxes at soil–atmosphere and plant–atmosphere inter-
faces can be summed to zero when the surfaces, including plants 
and plant residues, have no or negligible capacity for energy 
storage. The resulting energy balance equations may be writ-
ten in terms of physical descriptions of these fluxes and have 
been the basis for problem casting and solving in diverse fields 
of environmental and agricultural science such as estimation of 
evapotranspiration (ET) from vegetated surfaces, estimation of 
evaporation from bare soil, rate of soil heating in spring (impor-
tant for timing of seed germination), rate of residue decompo-
sition (dependent on temperature and water content at the soil 
surface), and many other problems. The water balances at these 
surfaces are implicit in the energy balance equations. So, the 
soil water balance equation, though different from the surface 
energy balances, is linked to them; a fact that has often been 
ignored in practical problem solving. In this chapter the energy 
balances will be discussed first, followed by the water balance in 
Section 6.3.

Computer simulation has become an important tool for 
theoretical investigation of energy and water balances at the 
earth’s surface, and for prediction of important results of the 
mechanisms involved. This chapter will focus more on the 
underlying principles of energy and water balance processes, 
and will mention computer models only briefly. More informa-
tion on computer models that include surface energy and water 

balance components can be found in ASAE (1988), Campbell 
(1985), Richter (1987), Anlauf et al. (1990), Hanks and Ritchie 
(1991), Pereira et al. (1995), and Peart and Curry (1998) to men-
tion only a few.

6.2   Energy Balance Equation

A surface energy balance is

 0 = + + +R G Hn LE ,  (6.1)

where
Rn is net radiation
G is soil heat flux
LE is the latent heat flux (evaporation to the atmosphere) and 

is the product of the evaporative flux, E, and the latent heat 
of vaporization, λ

H is sensible heat flux (all terms taken as positive when flux is 
toward the surface and in W m−2)

Each term may be expressed more completely as the sum of sub-
terms that describe specific physical processes, some of which are 
shown in Figure 6.1. Note that Equation 6.1 may be written indi-
vidually for soil, plant, and plant residue surfaces. Net radiation 
includes the absorption and reflection of shortwave radiation 
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6-2 Properties and Processes

(sunlight, Rsi, and the reflected portion, αRsi), as well as the emis-
sion and reception of longwave radiation (L↑ and L↓, respec-
tively, Figure 6.1). Soil heat flux involves not only diffusion of heat, 
G, as expressed by Fourier’s law (see Chapter 9) but also convective 
heat flux, GJw, as water at temperature T flows at rate Jw into soil 
at another temperature T′. Evaporation from both soil and plants 
are examples of latent heat flux; but so also is dew formation, 
whether it wets the soil surface or plant canopy. Finally, sensible 
heat flux may occur between soil and atmosphere or between 
plant and atmosphere, and may be short-circuited between soil 
and plant, for example, when sensible heat flux from the soil 
warms the plant. In the next few paragraphs, these fluxes and 
values they may assume will be illustrated with examples from 
some contrasting surfaces under variable weather conditions.

Not shown in Figure 6.1 are energy storage due to photo-
synthesis and that related to temperature and heat capacity of 
plants. Heat storage in field crops is often ignored as a minor 
part of the energy balance, but it may not be trivial for forests 
where heat flux into and out of vegetation can be important, for 
example, >35 W m−2 with heat storage up to 0.3 MJ m−2 (Meesters 
and Vugts, 1996) and >60 W m−2 (Haverd et al., 2007). The latter 
authors included calculation of vegetative heat fluxes and storage 
in a soil–vegetation–atmosphere transfer model. Photosynthesis 
is often ignored as a negligible part of the overall energy bal-
ance. Further discussion of heat storage and fluxes in vegetation 
is beyond the scope of this chapter.

Values of the energy fluxes change diurnally (Figures 6.2 
through 6.4) and seasonally (Figures 6.5 and 6.6). Regional 
advection is the large-scale transport of energy in the atmosphere 
from place to place on the earth’s surface. Regional advection 
events can change the energy balance greatly as illustrated with 
measurements taken over irrigated wheat at Bushland, Texas 
(35°11′N Lat; 102°06′W Long) for the 48 h period beginning on 
day 119, 1992 (Figure 6.2). Total Rsi was 26.1 and 26.7 MJ m−2 on 
days 119 and 120, respectively; close to the expected maximum 

clear sky value of 28.6 MJ m−2 day−1 for this latitude and time of 
year. However, on day 119, strong, dry, adiabatic southwesterly 
winds (mean 5 m s−1, mean dew point 4.1°C, mean 2 m air tem-
perature 20.1°C) caused H to be strongly positive, providing the 
extra energy needed to drive total LE to −32.8 MJ m−2 day−1, even 
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FIGURE 6.1 Water and energy balance components. Water balance 
components are in black, energy balance components in white. The 
shared term LE is shaded. Water balance is discussed in Section 6.3.
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FIGURE 6.2 Energy balance components over irrigated winter wheat 
at Bushland, Texas.
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FIGURE 6.3 Energy balance components over irrigated alfalfa at 
Bushland, Texas.
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FIGURE 6.4 Energy balance components for bare Pullman clay loam 
soil after 35 mm of rain at Bushland, Texas.
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though both Rsi and Rn levels were reduced in the afternoon due 
to cloudiness. Total LE was much larger in absolute magnitude 
than Rsi and Rn totals. The next day, the total LE was 39% smaller 
due to the absence of regional advection, even though total Rsi 
and Rn values were slightly larger. Values of G were near zero dur-
ing this period of full canopy cover when leaf area index (LAI) 
was 7 (LAI is defined as the single-sided surface area of leaves per 
unit land area). Note that net radiation was negative at night. This 
is indicative of strong radiational cooling of the surface, which 
radiates heat into the clear, low-humidity nighttime skies com-
mon to this semiarid location at 1170 m above mean sea level.

Over alfalfa in late summer, Rsi totals were lower (20.1 and 
5.4 MJ m−2 day−1, respectively, for days 254 and 255, 1997, Figure 
6.3). On the very clear day 254, peak Rsi was 798 W m−2; and with 
regional advection occurring, LE flux was large. The 3 h period 
of negative H just after sunrise was due to the sun-warmed crop 
canopy being at greater temperature than the air. The arrival of a 
cool front bringing cloudy skies near midnight caused all fluxes 
to be much less on day 255, with Rsi reaching only 220 W m−2, 
and H near zero for much of the day. The arrival of the cloud 

cover and moist air was signaled near midnight by the abrupt 
change from negative values of Rn and LE to near zero values. 
In the case of net radiation, this was due to the increased long-
wave radiation from the clouds, which were warmer and had 
larger emissivity than the clear sky that preceded them. Also 
near midnight, latent heat flux neared zero because the strong 
vapor pressure gradient from moist crop and soil to dry air was 
reduced by the arrival of moist air. Note that after sunset, but 
before midnight, latent heat flux was strong, due to continuing 
strong sensible heat flux, even though net radiation was negative. 
Again, due to full crop cover (LAI = 3), G values were small, indi-
cating that very little energy was penetrating the soil surface.

For bare soil, G is often larger, becoming an important part of 
the energy balance (Figure 6.4). After rain and irrigation totaling 
35 mm over the previous 2 days, the bare soil was wet on day 193, 
1992, at Bushland, Texas. Latent heat flux totaled −14.4 MJ m−2 
or 6 mm of evaporation; 77% of Rn. Sensible heat flux was negative 
for the first few hours after sunrise because the soil was warmer 
than the air, which had been cooled by a nighttime thunderstorm. 
Later in the day, H and G both approached zero, and near sunset, 
they became positive, supplying the energy consumed in evapo-
ration that continued well into the night hours. Strong radiational 
cooling occurred on the nights of days 193 and 194 as indicated 
by negative values of Rn. Evaporation was probably energy limited 
on day 193, becoming soil limited on day 194. Latent heat flux 
on the second day was reduced to −7.4 MJ m−2, and peak daytime 
values were not much larger in magnitude than those for G. The 
drying soil became warmer and contributed sensible heat to the 
atmosphere during almost all daylight hours.

Seasonal variations in daily total energy flux values occur 
due to changes of sun angle and day length, of distance from the 
earth to sun (about 3% yearly variation), of seasonal weather, and 
of surface albedo as plant and residue cover changes (Figures 6.5 
and 6.6). A curve describing clear sky solar radiation at Bushland, 
Texas, would match the high points of Rsi in Figures 6.5 and 6.6 
well. Net radiation was similar for alfalfa and bare soil except for 
a rainy period beginning about day 190 when the soil was wet 
and dark and Rn for the fallow field was markedly larger. The big 
differences were in LE and H. Latent heat flux from the alfalfa 
was large, reaching nearly −40 MJ m−2 (16 mm) on day 136 dur-
ing a regional advection event that allowed LE to be larger than 
Rsi. Sensible heat flux was positive during much of the year. Soil 
heat flux was small during the growing season, becoming larger 
as the soil cooled during the fall and winter. For the bare soil, 
LE values were small during the first 150 days, the latter end of a 
drought (Figure 6.5). Sensible heat flux was negative during this 
period and remained negative after rains began until day 203. 
Evaporative fluxes were fairly small, rarely reaching 6 mm day−1 
even after rains began. In contrast to alfalfa, soil heat flux for bare 
soil was larger and more variable throughout the year.

Methods of measurement and estimation of the energy fluxes 
are needed to characterize the energy balance. Examples of the 
instrumentation needed to measure components and subcom-
ponents of the energy balance are given in Table 6.1. These will 
be discussed in the following sections.
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FIGURE 6.6 Daily totals of energy balance terms for irrigated alfalfa 
at Bushland, Texas.
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6.2.1   Net Radiation

Net radiation is the sum of incoming and outgoing radiation

 R R L Ln si= − − ↑ + ↓( ) ,1 α  (6.2)

where
Rsi is solar irradiance at the surface (W m−2)
α is the albedo or surface reflectance (0–1)
L↑ is the longwave radiance of the earth’s surface (W m−2)
L↓ is longwave irradiance from the sky (W m−2)

The sun radiates energy like a black body at about 6000 K, while 
the earth radiates at about 285 K. The theoretical maximum 
emission power spectra for these two bodies overlap very little 
(Figure 6.7), a fact that leads to description of radiation from 
the earth (including clouds and the atmosphere) as longwave, 
and radiation from the sun as shortwave. Note that the radi-
ance of the earth is about 4 million times less than that of the 
sun (Figure 6.7). Net radiation may be measured by a net radi-
ometer (Figure 6.8) or its components may be measured sepa-
rately using pyranometers to measure incoming and reflected 
shortwave radiation, and pyrgeometers to measure incom-
ing and outgoing longwave radiation (first four instruments 

in Table  6.1). Pyranometers and pyrgeometers are thermopile 
devices that are sensitive equally across the spectrum. While 
net radiometers are usually much less expensive than four- 
component suites of pyrgeometers and pyranometers, there have 
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FIGURE 6.7 Emission power spectra for ideal black bodies at 6000 K (left, 
shortwave range) and 285 K (right, longwave range). Note that the units of 
the left-hand ordinate are 106 larger than those of the right-hand ordinate.

TABLE 6.1 Example of Instruments and Deployment Information for Bare Soil Radiation 
and Energy Balance Experiments at Bushland, Texas, 1992

Parameter Instrument
Manufacturera 

(Model) Elevation Description

Rsi Pyranometer Eppley (PSP)b 1 m Solar irradiance
αRsi Pyranometer Eppley (8–48) 1 m (Ic) Reflected solar irradiance
L↓ Pyrgeometer Eppley (PIR) 1 m Incoming longwave radiation
L↑ Pyrgeometer Eppley (PIR) 1 m (I) Outgoing longwave radiation
Rn Net radiometer REBS (Q*6) 1 m Net radiation
Ts IR thermometer Everest (4000; 60° fov) 1 m nadir view angle Soil surface temperature
Ta Thermistor Rotronics Air temperature and relative 

humidity
RH Foil capacitor (HT225R) 2 m
U2 DC generator cups R.M. Young (12102) 2 m Wind speed
Ud Potentiometer vane R.M. Young (12302) 2 m Wind direction
Tt Cu–Co thermocouple Omega (304SS) −10 mm and −40 mm Soil temperature (4)d

G50 Plates thermopile REBS (TH-1) −50 mm Soil heat flux (4)
θv-20 3-wire Dynamax −20 and −40 mm Soil water content (2)
θv-40 TDR probe TR-100/20 cm horizontal
Em Lever-scale load cell Interface (SM-50) Below lysimeter box Lysimeter mass change

Source: Adapted from Howell, T.A., J.L. Steiner, S.R. Evett, A.D. Schneider, K.S. Copeland, D.A. Dusek, and A. Tunick. 
1993. Radiation balance and soil water evaporation of bare Pullman clay loam soil, p. 922–929. In R.G. Allen and C.M.U. 
Neale (eds.) Management of irrigation and drainage systems, integrated perspectives. Proc. Nat. Conf. Irrigat. Drain. Eng. 
Park City, UT, July 21–23, 1993. Am. Soc. Civil Eng., New York.

Parameters not shown in Figure 6.1 will be presented later.
a Manufacturers and locations are The Eppley Laboratory, Inc., Newport, RI; Radiation and Energy Balance Systems 

(REBS), Seattle, WA; Everest Interscience, Inc., Fullerton, CA; Rotronic Instrument Corp., Huntington, NY; R.M. Young 
Co., Traverse City, RI; Omega Engineering, Inc., Stamford, CT; Dynamax, Inc., Houston, TX; Interface, Inc., Scottsdale, AZ.

b The mention of trade names of commercial products in this article is solely for the purpose of providing specific infor-
mation and does not imply recommendation or endorsement by the U.S. Department of Agriculture.

c “I” designates instruments that were inverted and facing the ground.
d Numbers in parentheses indicate numbers of replicate sensors.



Water and Energy Balances in the Soil–Plant–Atmosphere Continuum 6-5

been consistent problems with calibration within a model series 
and biases between models from different companies leading 
to inconsistencies of up to 20% (Halldin, S., and A. Lindroth. 
1992. Errors in net radiometry: Comparison and evaluation of 
six radiometer designs. J. Atmos. Ocean. Tech. 9:762–783; Kustas, 
W.P., J.H. Prueger, L.E. Hipps, J.L. Hatfield, and D. Meek. 1998. 
Inconsistencies in net radiation estimates from use of several 
models of instruments in a desert environment. Agr. Forest 
Meteorol. 90:257–263). Since no international standard exists 
for longwave radiation measurement and calibration, users are 
left with the options of cross-calibration of multiple instru-
ments and comparisons with four-component pyrgeometer and 
pyranometer measurements. Continuing problems with net 
radiation measurement have made estimation of Rn from Rsi a 
common practice that is discussed in Section 6.2.1.6.

6.2.1.1   Outgoing Longwave Radiation

The longwave radiance of the earth’s surface, L↑, is given by the 
Stefan–Boltzmann law for radiance from a surface at tempera-
ture T (K) and with emissivity ε (0–1).

 L T↑= εσ 4 ,  (6.3)

where σ is the Stefan–Boltzmann constant (5.67 × 10−8 W m−2 
K−4). An inverted pyrgeometer (Table 6.1) may be used to mea-
sure L↑ and, if accompanied by suitable surface temperature 
measurements, may allow estimation of surface emissivity, ε, by 
inversion of Equation 6.3. Surface temperature is often measured 
by suitably placed and shielded thermocouples, or remotely by 
infrared thermometer (IRT). There are problems with either 
type of measurement (radiational heating of the thermocou-
ples, and uncertainty of the emissivity needed for accurate IRT 
measurements).

Values of α and ε for soil and plant surfaces may be estimated 
from published values relating them to surface properties (see 
Section 6.2.1.3 and Table 6.4). For soil, the dependence of α on water 
content is strong, but nearly linear, and amenable to estimation.

6.2.1.2   Solar Irradiance

Solar irradiance, Rsi, includes both direct beam and diffuse 
shortwave radiation reaching the earth’s surface and is defined 

as the radiant energy reaching a horizontal plane at the earth’s 
surface. It may be easily measured by pyranometer with cali-
bration to international standards (Table 6.1) or by solar cells. 
Silicon photodetector solar radiation sensors such as the LI-COR 
model LI-200SA are sensitive in only part of the spectrum but 
are calibrated to give accurate readings in most outdoor light 
conditions. Silicon sensors are much cheaper than thermopile 
pyranometers and have found widespread use in field weather 
stations. Measurement of both incident (Rsi) and reflected (Rsr) 
shortwave allows estimation of the albedo from

 R R Rsi si sr( ) .1− = −α  (6.4)

This is done using upward and downward facing matched 
pyranometers (Table 6.1). Specially made albedometers are 
available for this purpose (e.g., Kipp & Zonen model CM-14; 
Figure 6.9).

In the absence of measurements, solar irradiance may be esti-
mated from the sun’s brightness above the atmosphere Ra(W m−2) 
and reductions in surface irradiation mediated by latitude, time 
of day and year, and elevation. Such estimates also provide a use-
ful check on measurements by providing an upper bound to Rsi, 
the clear sky solar irradiance, Rso. The “solar constant” is the flux 
density of solar radiation on a plane surface perpendicular to 
the direction of radiation and outside the earth’s atmosphere. It 
is 1366 W m−2 on average, with a within-year variation of about 
±3.5%, being largest in January when the sun is closest to the 
earth and smallest in July (Jones, 1992). Several satellite obser-
vation platforms have recorded the value of solar irradiance, Ra, 
over a >20 year span (Figure 6.10) and clearly show the average 
solar cycle of 11 years (Fröhlich and Lean, 1998). The data range 
over about 0.36% of the mean value when corrected for earth–
sun distance. Thus, considering the “solar constant” to be 1366 
W m−2 will introduce a <1% error in calculations when corrected 
for earth–sun distance.

Irradiance at the earth’s surface is somewhat less, due to 
absorption and scattering in the atmosphere and due to sun 
angle effects, not often exceeding 1000 W m−2. The further the 
sun is from the zenith the longer the transmission path through 
the atmosphere, and the more absorption and scattering occurs. 
Also, as sun angle above the horizon, β (radians), decreases (it is 

FIGURE 6.8 REBS Q*7 net radiometer. FIGURE 6.9 Kipp & Zonen model CM-14 albedometer.
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greatest at solar noon) the radiation density, I, on a horizontal 
surface decreases according to Lambert’s law

 I I= o sin( ),β  (6.5)

where Io is the flux density on a surface normal to the beam.
Sun angle (β) changes with time of day and year, and can be 

calculated from

 
β δ φ δ φ= +−sin sin( )sin1

sa[ ( ) cos( )cos( )cos( )],t  (6.6)

where
ϕ is latitude
δ is solar declination
tsa is solar time angle (all radians)

Solar time angle is defined as

 
t t t

sa
SN=

−( ) ,2
24

π  (6.7)

where
t is time (h)
tSN is the time (h) of solar noon

The time of solar noon varies with time of year and longitude 
according to (recall that 1° longitude = 4 min):

 
t tSN EQ

longitude localmeridian)
60

= +
−

−12
4(

,  (6.8)

where
tEQ is the “equation of time” value (h)
longitude is in degrees
the local meridian is the longitude (°) for which standard 

time is calculated for the time zone in question

In the United States, the meridians for Eastern Standard Time 
(EST), Central Standard Time (CST), Mountain Standard 
Time (MST), and Pacific Standard Time (PST) are 75°, 90°, 105°, 
and 120°, respectively. Local or true solar time (tLS, h) for any 
local standard time (tST) may be calculated with

 
t t tLS ST EQ

longitude localmeridian)
60

= −
−

+4
(

.  (6.9)

The declination (radians) may be calculated from (Rosenberg 
et al., 1983)

 
δ

π
=
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⎣
⎢
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⎦
⎥0 4101 2 172

365
. cos ( ) ,J  (6.10)

where J is the day of the year.
List (1971) gave “equation of time” values to the nearest sec-

ond for the first of each month and every 4 days after that for 
each month (95 values for the year). The following equation 
reproduces those values with a maximum error of 6 s and can be 
used to estimate tEQ (h) for any day of the year.
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where the coefficients b1 and c1 are given in Table 6.2, and P1 = 
182.5/(2π) and P4 = 365/(2π).

Jensen et al. (1990) gave a simpler method for tEQ:

 t b b bEQ = − −0 1645 2 0 1255 0 025. sin( ) . cos( ) . sin( ),  (6.12)

where b = 2π(J − 81)/364. The maximum error compared against 
List’s tEQ values is 88 s.

Disregarding air quality, solar irradiance is affected by lati-
tude, time of year and day, and elevation. Latitude and time 
affect the sun angle, β, and so affect both the path length of radi-
ation through the atmosphere (and thus absorption and scatter-
ing losses) and the flux density at the surface through Equation 
6.5. Elevation affects the path length. Methods for calculating 
extraterrestrial, Rsa, and clear sky solar irradiance at the sur-
face, Rso, are given by ASCE (2005), Campbell (1977, Chapter 5), 
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FIGURE 6.10 Composite of observations of total solar irradiance 
(Ra) outside the earth’s atmosphere from six satellites: NIMBUS-7, 
SMM, ERBS, UARS, SOHO, and ACRIM-Sat (corrected for earth–
sun distance). (ftp://ftp.ngdc.noaa.gov/STP/SOLAR_DATA/SOLAR_
IRRADIANCE/composite_d25_07_0310a.dat. Graph constructed 
using version d25_07_0310a of the dataset from PMOD/WRC, Davos, 
Switzerland, including unpublished data from the VIRGO experiment 
on the cooperative ESA/NASA Mission SoHO; Fröhlich, C., and J. Lean. 
1998. The sun’s total irradiance: Cycles, trends and related climate 
change uncertainties since 1976. Geophys. Res. Lett. 25:4377–4380.)

TABLE 6.2 Coefficients for Calculating the “Equation 
of Time” Value from Equation 6.11

b0 4.744 × 10−5 c2 9.19 × 10–3 c6 −1.29 × 10−3

b1 −0.157 c3 −5.78 × 10–4 c7 −3.23 × 10−3

b2 −0.0508 c4 3.61 × 10–4 c8 −2.1 × 10−3

c1 −0.122 c5 −5.48 × 10–3

ftp://ftp.ngdc.noaa.gov
ftp://ftp.ngdc.noaa.gov
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Jensen et al. (1990, Appendix B), Jones (1992, Appendix 7), and 
McCullough and Porter (1971). Calculation of Rsa depends on 
latitude and time of day. Once Rsa is calculated, Rso may be esti-
mated from considerations of absorption and scattering in the 
atmosphere, which depend mainly on the path length through 
the atmosphere and its density. Thus latitude, time of day, and 
elevation are factors in estimating Rso from Rsa. The value of Rso is 
an important quantity against which to check measured Rsi; and 
it can be used in estimates of Rn, either to replace Rsi in Equation 
6.2 or to use location-specific regression relationships of Rn = 
f(Rso) (see Jensen et al., 1990, Appendix B). Duffie and Beckman 
(1991) presented the following method of calculating Rsa (MJ 
m−2 h−1) for any period, τ (h),
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where
GSC is the solar constant (0.08202 MJ m−2 min−1)
dr is the relative earth–sun distance
ω1 and ω2 are the solar time angles at the beginning and end 

of the period, respectively (all angles in radians)

The term 24(60)/(2π) is the inverse angle of rotation per minute. 
The relative earth–sun distance, dr, is given by
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where J is the day of year. The solar time angles at the beginning 
and end of the period in question are given by
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where
ω is the solar time angle at the center of the period (radians)
τ is the length of the period in hours

Calculation of Rsa for an entire day requires knowledge of 
the sunrise and sunset times. The sunset time angle (angle from 
solar noon to sunset, radians) is given by

 ω φ δs
1 tan( )tan( )= −−cos [ ],  (6.17)

from which it is clear that day length, tD (h), is
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24ω
π

.  (6.18)

Equation 6.13 can be rewritten for total daily Rsa as
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For example, on day 119 at latitude 35°11′N, longitude 102°6′W, 
Rsa calculated using Equation 6.13 on a half-hourly basis totaled 
38.097 MJ m−2 compared with 38.100 MJ m−2 calculated with 
Equation 6.19.

Jensen et al. (1990) recommended estimating daily total clear 
sky solar irradiance as

 R Rso sa= 0 75.  (6.20)

Somewhat in agreement with this, Monteith and Unsworth 
(1990) stated that direct beam radiation rarely exceeded 1030 
W m−2, about 75% of the solar constant.

Jones (1992) and Monteith and Unsworth (1990) suggested
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⎠⎟max sin ,π  (6.21)

for instantaneous values of Rsi on clear days, where Rsi_max is the 
maximum instantaneous irradiance occurring at solar noon, t is 
time after sunrise (h), and N is day length (h).

Rather than Rsi_max, it is more common to know daily total Rsi. 
Collares-Pereira and Rabl (1979) gave the ratio of hourly irradi-
ance, Rsi,h to daily irradiance, Rsi,d as
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where
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Equation 6.22 performed well when applied to data from 
Bushland, Texas (Figure 6.11).

More complex methods of estimating Rso account for attenu-
ation of direct beam radiation using Beer’s law, coupled with 
Lambert’s law to calculate irradiance on a horizontal sur-
face, plus an accounting of diffuse irradiance (see, e.g., List, 
1971; Rosenberg et al., 1983; Jones, 1992). Beer’s law describes 
the intensity I of radiation after passing a distance x through 
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a medium in terms of an extinction coefficient, k, and the initial 
intensity, Ia, as

 I I kx= ae .  (6.23)

For solar radiation, the distance is expressed in terms of air mass 
number, m, as (List, 1971)

 
m = −

⎛
⎝⎜

⎞
⎠⎟

sec .π
β

2
 (6.24)

The air mass is referenced to the length of the path when the 
sun is directly overhead. For β less than 0.175 radians (10°), the 

measured air mass number is less than that given by Equation 
6.24 due to refraction and reflection at these low angles. List 
(1971) gives corrections and notes also that for pressures, p, less 
than standard sea-level pressure, p0, that m should be corrected 
by m = m(p/p0). Rewriting Equation 6.23, we have

 I I k
o a e= −sec( / ),π β2  (6.25)

where Io is direct beam radiation at the earth’s surface. Monteith 
and Unsworth (1990) give a range of values of k for England as 
0.07 for very clean air and 0.6 for very polluted air.

Assuming that both direct, Io, and diffuse, Id, radiation are 
known, the total irradiance at the surface is

 R I Isi o d= +(sin ) .β  (6.26)

Diffuse radiation is difficult to estimate because it is so depen-
dent on cloud cover and aerosol concentration in the air. Yet, 
summarizing several data sets, Spitters et al. (1986) found that 
the proportion of Rd to Rsi is a function of the ratio of Rsi to Rsa 
(Figure 6.12) described for daily total Rsi by
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and for hourly values by
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6.2.1.3   Surface Albedo and Emissivity

Because Rsi provides most of the energy that is partitioned at the 
earth’s surface, albedo plays a major role in the energy balance. 
The mean albedo of the earth is 0.36 ± 0.06 (Weast, 1982). But 
albedo varies diurnally (Figure 6.13) with larger albedo corre-
sponding to lesser sun angle (see also bare soil data of Monteith 
and Szeicz, 1961; Idso et al., 1974; Aase and Idso, 1975). Soil and plant 

surfaces are often considered optically rough, but in some cases, 
specular (mirror-like) rather than diffuse reflection may occur. 
Some plant leaves are shiny and reflect specularly when the 
angle of incident radiation is small. Wet soil surfaces may also 
reflect specularly. These mechanisms lead to larger albedo when 
sun angle is smaller. The albedo of plant stands is also smaller 
in midday because more sunlight penetrates deeply within the 
canopy and is trapped by multiple reflections. Wilting and other 
physiological changes during the day may also contribute to 
changes in albedo.

Soil albedo decreases as water content increases. Bowers and 
Hanks (1965) found the relationship to be curvilinear, as did 
Skidmore et al. (1975). Working with thinner soil layers, Idso 
and Reginato (1974) found that bare soil albedo changed lin-
early with water content of the surface 2 mm of soil (smooth clay 
loam; Figure 6.14). For thicker layers, the relationship was curvi-
linear. The maximum albedo, 0.3, occurred for air dry soil, but 
the minimum albedo, 0.14, occurred at about 0.23 m3 m−3 water 
content, much less than saturation. This represents field capacity 
(soil water tension of 30 kPa) for this soil; and Idso and Reginato 
(1974) postulated that the minimum albedo would occur at field 
capacity for all soils. Kondo et al. (1992) found a similar relation-
ship for a bare loam with a maximum albedo of 0.24 and mini-
mum of 0.13, and with the minimum attained when soil water 
content reached about 0.22 m3 m−3. Data of Idso et al. (1974, 
1975) show that the difference between wet and dry soil albedos 
was constant despite the diurnal variation of albedo or the day of 
year. Similarly, Monteith (1961) measured albedo of clay loam to 
be 0.18 when dry, decreasing to 0.11 when at field capacity water 
content of 0.35 m3 m−3.

The interaction of sun angle and soil drying causes complex 
patterns of soil albedo change over time. Figure 6.13 illustrates 
low daytime wet soil albedos of 0.11 after irrigation and rain 
on days 191 and 192, 1992, at Bushland, Texas. Rapid soil sur-
face drying on day 193 caused albedo to rise sharply during the 
day. Additional drying on day 194 completed the change, and 
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FIGURE 6.13 Albedo plotted as a function of time for smooth, bare 
Pullman clay loam at Bushland, Texas, in the daytime, when wet, dur-
ing drying, and dry.
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diurnal albedo changes on days 195 and 196 reflected only sun 
angle effects, with a minimum albedo of 0.2 for this smooth soil 
surface. The same surface in a roughened condition earlier in the 
year never reached midday albedo values larger than 0.13.

Other than water content, major determinants of soil albedo 
are color, texture, organic matter content, and surface rough-
ness. Dvoracek and Hannabas (1990) presented a model of 
albedo dependence on sun angle, surface roughness, and color

 α β= +p c( sin ),1  (6.31)

where
p is a color coefficient
c is a roughness coefficient
β is solar angle

They demonstrated good fits with measured data (Table 6.3). 
Albedo values modeled using p and c values from Table 6.3 for 
wheat and cotton (day of year 192, latitude 41°N) appear realistic 
(Figure 6.15). However, the physical meaning of the p and c coef-
ficients is not well understood.

Daily mean albedos may be calculated as the ratio of daily 
total reflected shortwave energy to daily total Rsi. Using data 
from Figures 6.5 and 6.6, daily mean albedos for fallow (soy-
bean residue) and alfalfa differ by about 0.10 when the soil is 
very dry (Figure 6.16). The gradual decline in fallow albedo in 
early 1996 may be due to decomposition of the soybean residue. 

Albedo for the alfalfa field declined at each cutting to nearly 
that of the fallow field, which was initially rougher than the soil 
under the alfalfa. But, during heavy rains in the latter part of 
the year, the fallow soil surface was slaked and smoothed and its 
albedo increased to near that of the alfalfa. Thus, after the fourth 
cut, the alfalfa field albedo was lower than that of the fallow field 
for a brief time, probably because the alfalfa was irrigated and 
the fallow field had dried out again. Peaks of albedo exceeding 
0.8 were due to snow early and late in the year. In contrast to 
soil, albedo of closed canopies (well watered) is relatively con-
stant (Table 6.4).

Albedo values for many plant covers may be found in Gates 
(1980). For surfaces with plants, the amount of radiation reach-
ing the soil surface, Rt (Figure 6.1), depends on the LAI and the 
canopy structure. Numerical models have been developed that 
take into account leaf orientation and distribution in the can-
opy to calculate absorption of radiation at different levels in the 
canopy (Goudriaan, 1977; Chen, 1984). Lascano et al. (1987) 
used Chen’s model to calculate polynomials representing the 
dependence of albedo on LAI, as well as the dependence of the 
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speed (u) according to Equation 6.31.

TABLE 6.3 Color (p) and Roughness (c) Coefficients 
for Equation 6.31

Surface and Condition
Color 

Coefficient p
Roughness 

Coefficient c Mean r2

Lakes and ponds, clear water
Waves, none 0.13 0.29 0.82
Waves, ripples up to 2.5 cm 0.16 0.70 0.74
Waves, larger than 2.5 cm with 

occasional whitecaps
0.23 1.25 0.83

Waves, frequent whitecaps 0.30 2.00 0.85

Lakes and ponds
Green water, ripples up 

to 2.5 cm
0.22 0.70 0.90

Muddy water, no waves 0.19 0.29 0.76

Cotton
Winds, calm to 4.5 m s−1 0.27 0.27 0.80
Winds, over 4.5 m s−1 0.27 0.43 0.88

Wheat
Winds, calm to 4.5 m s−1 0.31 0.92 0.85
Winds, over 4.5 m s−1 0.37 1.30 0.85

Source: Dvoracek, M.J., and B. Hannabas. 1990. Prediction of albedo for use 
in evapotranspiration and irrigation scheduling. In Visions of the future, pro-
ceedings of the third national irrigation symposium held in conjunction with 
the 11th annual international irrigation exposition, October 28–November 1, 
Phoenix, AZ. ASAE, St. Joseph, MI.
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FIGURE 6.16 Daily mean albedos for irrigated alfalfa and fallow after 
soybean on Pullman clay loam at Bushland, Texas.
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TABLE 6.4 Some Albedo and Emissivity Values for Various Soil and Plant Surfaces 
(Most are Daily Averages)

Surface Albedo Emissivity Source

Soils, dark, wet to light, dry 0.05–0.50 0.90–0.98 Oke (1978)
Dry sandy soil 0.25–0.45 Rosenberg et al. (1983)
Bare dark soil 0.16–0.17 Rosenberg et al. (1983)
Dry clay soil 0.20–0.35 Rosenberg et al. (1983)
Quartz sand 0.35 Van Wijk and Scholte Ubing (1963)
Sand, wet 0.09 0.98 Van Wijk and Scholte Ubing (1963)
Sand, dry 0.18 0.95 Van Wijk and Scholte Ubing (1963)
Dark clay, wet 0.02–0.08 0.97 Van Wijk and Scholte Ubing (1963)
Dark clay, dry 0.16 0.95 Van Wijk and Scholte Ubing (1963)
Fields, bare 0.12–0.25 Van Wijk and Scholte Ubing (1963)
Fields, wet, plowed 0.05–0.14 Van Wijk and Scholte Ubing (1963)
Dry salt cover 0.50 Van Wijk and Scholte Ubing (1963)
Snow, fresh 0.80–0.95 Rosenberg et al. (1983)
Snow, old 0.42–0.70 Rosenberg et al. (1983)
Snow, fresh 0.95 0.99 Oke (1978)
Snow, old 0.40 0.82 Oke (1978)
Snow, fresh 0.80–0.85 Van Wijk and Scholte Ubing (1963)
Snow, compressed 0.70 Van Wijk and Scholte Ubing (1963)
Snow, melting 0.30–0.65 Van Wijk and Scholte Ubing (1963)
Grass, long (1 m) 0.16 0.90 Oke (1978)
Short (0.02 m) 0.26 0.95 Oke (1978)
Grass, green 0.16–0.27 0.96–0.98 Van Wijk and Scholte Ubing (1963)
Grass, dried 0.16–0.19 Van Wijk and Scholte Ubing (1963)
Prairie, wet 0.22 Van Wijk and Scholte Ubing (1963)
Prairie, dry 0.32 Van Wijk and Scholte Ubing (1963)
Stubble fields 0.15–0.17 Van Wijk and Scholte Ubing (1963)
Grain crops 0.10–0.25 Van Wijk and Scholte Ubing (1963)
Green field crops full cover, LAI > 3 0.20–0.25 Jensen et al. (1990)
Leaves of common farm crops 0.94–0.98 Jensen et al. (1990)
Most field crops 0.18–0.30 Rosenberg et al. (1983)
Field crops, latitude 22°–52° 0.22–0.26 0.94–0.99 Monteith and Unsworth (1990)
Field crops, latitude 7°–22° 0.15–0.21 0.94–0.99 Monteith and Unsworth (1990)
Deciduous forest 0.15–0.20 0.96a Rosenberg et al. (1983)
Deciduous forest, bare 0.15 0.97 Oke (1978)
Leaved 0.20 0.98 Oke (1978)
Coniferous forest 0.10–0.15 0.97 Rosenberg et al. (1983)
Coniferous forest 0.05–0.15 0.98–0.99 Oke (1978)
Vineyard 0.18–0.19 Rosenberg et al. (1983)
Mangrove swamp 0.15 Rosenberg et al. (1983)
Grass 0.24 Jones (1992)
Crops 0.15–0.26 Jones (1992)
Forest 0.12–0.18 Jones (1992)
Water, high sun 0.03–0.10 0.92–0.97 Oke (1978)
Water, low sun 0.10–1.00 0.92–0.97 Oke (1978)
Sea, calm 0.07–0.08 Rosenberg et al. (1983)
Sea, windy 0.12–0.14 Rosenberg et al. (1983)
Ice, sea 0.30–0.45 0.92–0.97 Oke (1978)
Ice, glacier 0.20–0.40 Oke (1978)
Ice, lake, clear 0.10 Rosenberg et al. (1983)
Ice, lake, w/snow 0.46 Rosenberg et al. (1983)

a Van Wijk and Scholte Ubing (1963).
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view factor (proportion of sky visible from the soil) on LAI, 
and incorporated these into their ENergy and WATer BALance 
model (ENWATBAL). Monteith and Unsworth (1990) pre-
sented equations describing the albedo of a deep canopy with 
a spherical distribution of leaves for sun angles greater than 
25°. More discussion of these concepts can be found in Russell 
et al. (1989). For field studies we can either measure albedo, 
directly measure the components of net radiation, or use a net 
radiometer (Table 6.1).

Because of the largely unpredictable and time-varying posi-
tion of sun flecks below the canopy, transmitted radiation can 
be measured below the canopy most effectively with one of the 
linear radiation sensors rather than with point sensors. Linear 
sensors are typically 1 m long and integrate radiation over their 
entire length. Some are equipped with diffusers. The tube solar-
imeter is enclosed in a clear envelope and accepts radiation from 
all directions. Some other linear sensors are configured to accept 
only down welling radiation; for example, transmitted photo-
synthetically active radiation (400–700 nm) can be measured 
below the canopy with a “line quantum sensor” (LI-Cor, Lincoln, 
Nebraska, USA) or with a “crop canopy absorption meter” (ICT 
International, Armidale, New South Wales, Australia). For 
either, the results may be usefully related to total shortwave irra-
diance through a linear regression, or the latter sensor may be 
ordered with sensitivity across the shortwave spectrum from 
400 to 950 nm.

6.2.1.4   Spectral Reflection and Radiation

The discussion of emissivities and albedos of surfaces given here 
is based on a broadband view of irradiance, reflection, and emis-
sion that recognizes only shortwave and longwave radiation as 
presented in Figure 6.7. Although these are arguably the most 
important features from an energy balance perspective, there is 

much recent work on multispectral sensing of radiation reflected 
and emitted from vegetation and soil surfaces (Van Toai et al., 
2003). This spectral sensing may be done for only a few relatively 
narrow bands of radiation in the visible and infrared (IR), or may 
involve hyperspectral scanning that provides sensing of radia-
tion for every nanometer of the spectrum across a wide range. 
The advent of fiber optics capable of transmitting both visible 
and IR light and the development of miniaturized spectrometers 
(e.g., Ocean Optics, Inc., model S2000) has revolutionized the 
way researchers view plant and soil surfaces.

An example of multispectral sensing is the use of red and 
near infrared (NIR) reflectance from a cotton canopy (Figure 
6.17). The ratio of NIR/red reflectances is clearly related to LAI. 
However, the relationship is not stable from year to year and 
research continues. Other uses include sensing of the onset and 
progression of plant disease and insect infestation, and sensing 
of plant water status. Much work remains to be done to make 
these techniques useful.

6.2.1.5   Incoming Longwave Radiation

Methods of estimating longwave irradiance from the sky, L↓, 
usually take the form

 L T↓ = +ε σ( )a a 273 16 4. ,  (6.32)

where Ta (°C) is air temperature at the reference measurement 
level (often 2 m), and the emissivity (εa) may be estimated from 
the vapor pressure of water in air at reference level (ea) (kPa) or 
from both ea and Ta.

The vapor pressure is
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where
RH is the relative humidity of the air
es is the saturation vapor pressure (kPa) at Ta (°C) given by 

(Murray, 1967)
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If the dew point temperature, rather than the RH, is known then
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Hatfield et al. (1983) compared several methods for estimat-
ing ε and concluded that methods using only air temperature 
performed less well than those that used vapor pressure or both 
vapor pressure and air temperature. Among the best methods 
was Idso’s (1981) equation
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where ea is in kPa. Idso showed fairly conclusively that ε is a 
function of both ea and Ta.

Howell et al. (1993) measured L↓ (Table 6.1) and calculated εa 
by inverting Equation 6.32. Applying Equation 6.36 as well as 
Brunt’s (1932) equation

 εa a= +0 52 0 206 0 5. . .e  (6.37)

and Brutsaert’s (1982) equation

 εa a= 0 767 1 7. /e  (6.38)

to their data shows that all three equations gave good predic-
tions for clear sky conditions but probably underestimated εa for 
cloudy and nighttime conditions (Figure 6.18). For regressions 
of predicted versus measured ε, the Idso equation gave a slightly 
greater correlation coefficient and a slope closer to unity (Table 
6.5). Under heavy clouds, sky emissivity approaches unity; and 
none of these models predicts this well.

Choi et al. (2008) found similar results in a humid climate 
(Florida), where the Brunt and Brutsaert models both per-
formed well under clear sky conditions, but L↓ was underesti-
mated under cloudy conditions. They compared seven methods 
of estimating down welling longwave radiation under clouds, 
L↓c, and found that the Crawford and Duchon (1999) model 
( ( ) )L L c c T↓ = ↓ +c c c a1 4− σ  worked best where cc was fractional 
cloud cover.

Despite the difficulty of estimating sky emissivity well, 
uncertainty in the value of L↓ usually causes little difficulty in 
estimating net radiation for daytime; but L↓ can be seriously 
underestimated at night with important consequences for mod-
els of chill stress or frost.

6.2.1.6   Comparison of Net Radiation Estimates 
with Measured Values

It has become commonplace to have data from field weather 
stations that include Rsi (W m−2), and air temperature, Taz (°C), 
wind speed, uz (m s−1), and relative humidity, RHz (%), mea-
sured at some reference height, z (often 2 m). Measurement of 
Rn is still not common, probably due to several factors includ-
ing additional expense, fragility of the plastic domes used on 
some models of net radiometer, and problems with calibra-
tion, including wind speed effects. Net radiometer calibration 
changes with time; and experience shows that even new radi-
ometers may not agree within 10%. If a net radiometer is used, 
it is prudent, as with all instruments, to check measured Rn 
values against estimated ones. Methods presented in previous 
sections can be used to estimate Rn, but simpler methods exist 
that are adequate for most cases. Jensen et al. (1990) compared 
four methods of estimating Rn, including those of Wright 
and Jensen (1972), Doorenbos and Pruitt (1977), a combina-
tion of Brutsaert (1975) and Weiss (1982), and Wright (1982), 
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FIGURE 6.18 Comparison of predictions with measured emissivity 
for two periods in 1992 at Bushland, Texas. Points plotted at extreme 
right were associated with nighttime and overcast conditions. A, 
Equation 6.37; B, Equation 6.38; C, Equation 6.36. Lines are for regres-
sions shown in Table 6.5.

TABLE 6.5 Regressions of Predicted Emissivity (εp) versus 
Measured Values (ε) for data from Day 133 through 140 
and 192 through 197, 1992, at Bushland, Texas

Method Regression Equation r2 SE

Brunt, Equation 6.37 εp = 0.505 + 0.325ε 0.33 0.024
Brutsaert, Equation 6.38 εp = 0.556 + 0.311ε 0.32 0.024
Idso, Equation 6.36 εp = 0.522 + 0.398ε 0.37 0.027
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against values measured at Copenhagen, Denmark, and Davis, 
California. The Wright (1982) method was overall best, but 
underestimated Rn in the peak month at Copenhagen by 9%. 
The Wright and Jensen (1972) method was almost as good. 
These methods all assume that surface temperature is not mea-
sured, so that only air temperature is used in the calculations.

Jensen et al. (1990) calculated net longwave radiation, Rnl, as
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where
ed is the saturation vapor pressure of water in air at dew point 

temperature (kPa)
the term (a b e1 1 d

5+ 0. ) is a “net emittance,” ε′, of the surface

The “net emittance” attempts to compensate for the fact that 
surface temperature is not measured, the assumption being that 
Taz can substitute reasonably well for both sky and surface tem-
perature. The coefficients a, b, a1, and b1 are climate specific, with 
a and b being cloudiness factors. Some values are presented by 
Jensen et al. (1990, Table 6.3.3).

Many weather stations report only daily totals of solar radia-
tion; and maximum and minimum of air temperature, Tx and Tn, 
respectively (K). If this is the case, the term σT4 can be estimated as
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If mean dew point temperature is not available, it may be esti-
mated as equal to Tn in humid areas.

Allen et al. (1994a, 1994b) gave slightly modified versions of 
the methods presented by Jensen et al. (1990) in a proposed FAO 
standard for reference ET estimation. As an example, estimates 
of daily total net radiation were made for Bushland, Texas, using 
the following equations
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where the cloud factors were ac = 1.35 and bc = −0.35, the emissiv-
ity factors were a1 = 0.35 and b1 = −0.14, the albedo was α = 0.23, 
Rsi was measured, ed was calculated from mean dew point tempera-
ture, and Rso was calculated from

 R Rso msl sa75 2EL= +( . . ) ,0 0 0000  (6.42)

where
Rsa is from Equation 6.19
ELmsl is elevation (m) above mean sea level

This is similar to Equation 6.20 but with a correction increas-
ing Rso for higher elevation sites. The mean daily saturated vapor 

pressure at dew point temperature was estimated from mean 
daily dew point temperature, Td (°C)
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Additionally, half-hourly Rn estimates were calculated from 
half-hourly measured values of Rsi, Ta, and Td using equations 
given by Allen et al. (1994a, 1994b) equivalent to Equations 6.7, 
6.8, 6.10, and 6.12 through 6.16 to estimate half-hourly Rsa, and 
Equation 6.42 to estimate half-hourly Rso. Equation 6.43 was 
applied to half-hourly dew point temperatures to estimate half-
hourly ed values. Equation 6.41 was written for half-hourly val-
ues of air temperature, Ta, as
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where the ratio of Rsi to Rso was set to 0.7 for nighttime estimates 
of Rn.

Comparison of daily Rn estimates, calculated using half-
hourly data means, with measurements made with a Radiation 
and Energy Balance Systems (REBS) Q*5 (Seattle, Washington) 
net radiometer over irrigated grass show excellent agreement for 
alfalfa (Figure 6.19) and grass (Figure 6.20) at Bushland, Texas. 
But, there was a consistent bias for Rn estimated from daily 
means, with underestimation of Rn at large measured values, 
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FIGURE 6.19 Daily net radiation, estimated with methods from 
Allen, R.G., M. Smith, A. Perrier, and L.S. Pereira. 1994a. An update for 
the definition of reference evapotranspiration. ICID Bull. 43:1–34; Allen, 
R.G., M. Smith, A. Perrier, and L.S. Pereira. 1994b. An update for the 
calculation of reference evapotranspiration. ICID Bull. 43:35–92. Using 
half-hourly data, compared with measurements with a REBS Q*5 net 
radiometer over sprinkler irrigated alfalfa in 1996 at Bushland, Texas.
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and overestimation at small measured values (Figure 6.21). The 
bias evident when daily means and maximum/minimum tem-
peratures were used is probably tied to both poor estimates of 
vapor pressure from the max/min temperature data, and the 
inadequacy of Equation 6.40.

Estimates of half-hourly net radiation for alfalfa at Bushland, 
Texas, made using half-hourly data and these methods also 
gave good results (Figure 6.22). Allen et al. (1994a, 1994b) give 
detailed methods for estimating Rn when measurements are 
missing for Rsi and/or ed. Irmak et al. (2003) give useful methods 
for estimating Rn when only measured Tx, Tn, and Rsi are avail-
able, or when only measured Tx, Tn, and RH are available and Rsi 
is estimated.

6.2.2   Latent Heat Flux

Latent heat flux, LE (W m−2), is the product of the evaporative 
flux, E (kg s−1 m−2), and the latent heat of evaporation, λ (2.44 × 
106 J kg−1 at 25°C). The value of λ is temperature dependent, but 
is well described (in J kg−1 × 106) by

 λ = − × =−2 501 2 370 10 0 999953 2. . ( . ),T r  (6.45)

where T is in °C. Methods of E measurement include weighing 
lysimeters (including microlysimeters), and other mass balance 
techniques that rely on measurements of change in soil water 
storage, ΔS. Evaporative flux may also be estimated from other 
measurement methods such as eddy covariance (EC) and Bowen 
ratio measurements or from models ranging from the relatively 
simple analytical form of the Penman–Monteith (P–M) equation 
to complex field surface energy balance (FSEB) models. The sur-
face renewal method is also a possibility (Snyder et al., 1997), but 
may be biased in some conditions (Zapata and Martinez-Cob, 
2002) and depends on measurements above the crop and knowl-
edge of the measurement height and crop height. Castellví (2004) 
addressed problems with surface renewal analysis by combining 
it with similarity theory. The surface renewal approach has so far 
not become widely used in agricultural micrometeorology and 
will not be further discussed herein. Because ΔS is a component 
of the soil water balance, and weighing lysimetry is a key tool 
for investigations of soil water balance, discussion of lysimetric 
techniques will be deferred to Section 6.3.

6.2.2.1   Boundary Layers

Evaporative fluxes move between plant or soil surfaces and the 
air by both diffusion and convection. Diffusive processes pre-
vail in the laminar sublayer close (millimeters) to these surfaces. 
In this layer, air movement is parallel to the surface and little 
mixing occurs. Vapor flux across the laminar sublayer is well 
described by a Fickian diffusion law relating flux rate to vapor 
pressure gradient factored by a conductance term. But in the 

20

15

10

5

0
20151050

Measured Rn (MJ m–2 day–1)

Es
tim

at
ed

 R
n (

M
J m

–2
 d

ay
–1

)
Estimated Rn = 0.87 + 0.95Rn
r2 = 0.96

Grass, 1996
Bushland, Texas

Calculated with 0.5 h means

SE = 0.66 MJ m–2 day–1

FIGURE 6.20 Net radiation estimated with methods from Allen et al. 
(1994a, 1994b) compared with measurements over drip irrigated grass 
in 1996 at Bushland, Texas.

20

15

10

5

0
0 5 10 15 20

Measured Rn (MJ m–2 day–1)

Es
tim

at
ed

 R
n (

M
J m

–2
 d

ay
–1

)

Estimated Rn = 2.47 + 0.76Rn
r2 = 0.95

Grass, 1996
Bushland, Texas

Calculated with daily means

SE = 0.62 MJ m–2 day–1

FIGURE 6.21 Daily net radiation, estimated with methods of Allen 
et al. (1994a, 1994b) using daily means and maxima and minima, com-
pared with measurements with a REBS Q*5 net radiometer over drip 
irrigated grass in 1996 at Bushland, Texas.

800

600

400

200

–200
184 185

Grass, 1996, Bushland, Texas

Day of year, 1996

Estimated Rn Rn

R n
 (W

 m
–2

)

186 187

0

FIGURE 6.22 Half-hourly measured net radiation compared with 
values estimated with methods of Allen et al. (1994a, 1994b) using half-
hourly data for drip irrigated grass at Bushland, Texas, 1996.



6-16 Properties and Processes

turbulent layer beyond the laminar layer, the flux is mostly con-
vective in nature so that water vapor is moved in parcels of air 
that are emitted and mixed into the atmosphere in turbulent 
flow. These moving parcels of air are often referred to as eddies 
and are analogous to eddies seen in a stream. Usually the eddies 
are not visible; but in foggy, smoky, or dusty conditions, they 
may be apparent. Certainly, anyone who has felt the buffeting of 
the wind can attest to the force of eddies and the turbulence 
of the airstream in which they occur. As wind speeds increase, 
the depth of the laminar sublayer decreases. Surface roughness 
enhances this process, resulting in thinner laminar sublayers. 
Because the resistance to vapor transport across the laminar 
airstream is much larger than the resistance across a turbulent 
airstream of similar dimension, increasing roughness and wind 
speed both tend to enhance vapor transport. If the air is still, 
then eddies due to turbulent flow do not exist, but eddies due 
to free convection may well be present. Free convection occurs 
when an air parcel is warmer (or colder) than the surrounding 
air and thus moves upward (or downward) because it is lighter 
(or heavier). These buoyancy effects can predominate at very low 
wind speeds when the surface is considerably warmer than the 
air. As opposed to free convection, transport in eddies due to 
wind is called forced convection. A full discussion of the fluid 
mechanics of laminar and turbulent flow, Fickian diffusion, and 
forced and free convection is well beyond the scope of this chap-
ter. Discussions relevant to soil and plant surfaces are presented 
in Chapters 7–9 of Monteith and Unsworth (1990), Chapters 3 
and 4 of Rosenberg et al. (1983), and Chapter 3 of Jones (1992). 
Relevant micrometeorological measurement methods are 
explained in detail in Chapters 16–21 of Hatfield and Baker 
(2005). Here we will concentrate on some results and methods 
of measurement. These methods are valid within the constant 
flux layer (Figure 6.23), a layer of moving air that develops from 
the point at which the airstream first reaches a surface of given 
condition, for example, the wheat field shown in Figure 6.23. The 
air mixes as it moves over the field, equilibrating with the new 
surface condition, and forming a layer of gradually increasing 
thickness, δe, within which the vertical flux of heat and vapor 
is constant with height. This is the fully adjusted or equilibrium 
layer. Within this layer is a layer, extending from the roughness 

elements (wheat plants in this schema) upward, within which 
air flow is more turbulent due to the influence of the rough-
ness elements. This is called the roughness sublayer (Monteith 
and Unsworth, 1990). For any measurement of air temperature, 
humidity, or wind speed, its fetch is the distance upwind from 
the point of observation to the edge of the new surface. The ratio 
of the fetch to the value of δe is dependent on the roughness of 
the surface, the stability of the air, and the wind speed. For many 
crop surfaces, it may be as small as 20:1 or as large as 200:1. For 
smooth surfaces such as bare soil, the ratio may well be larger 
than 200:1. See Section 6.2.2.4 for further discussion of fetch. 
Measurements should be made in the constant flux layer but 
above the roughness sublayer.

6.2.2.2   Eddy Covariance

The observation of turbulent flow and concept of eddies lead to 
the EC (also referred to as eddy correlation) method of turbu-
lent flux measurement, including latent heat flux measurement. 
It has been described as the most physically correct method of 
providing a direct measurement of the vertical turbulent flux 
across the mean horizontal streamlines (Swinbank, 1951), pro-
vided that fast response sensors (10–20 Hz) are available for the 
velocity vector and scalar entity of interest. Conceptually, the 
vertical velocity component (w) of upward moving eddies cova-
ries with a scalar or mass density (s) and the same is true for 
the vertical velocity component and scalar of downward moving 
eddies; so, if the instantaneous product ws is on average larger 
for the upward moving eddies than for the downward moving 
ones, then the net flux of the scalar or mass of interest is upward. 
In this method, fast response sensors are used to measure w and 
s simultaneously at a rate of, for example, 10–20 Hz, producing 
estimates of the instantaneous deviations w′ and s′. This pro-
vides an estimate of the vertical flux at the measurement height 
(but note fetch requirements below). The generic expression for 
EC can be described as

 F w ss = ʹ ʹ,  (6.46a)

where
Fs is the flux of a scalar or mass of interest, normally water 

vapor, sensible heat, or carbon dioxide
w and s are vertical velocity and scalar measurements, 

respectively

Primes represent instantaneous deviations from a mean and 
the over bar indicates a time average operator, typically 30 min. 
With respect to the turbulent fluxes of the energy balance equa-
tion, Equation 6.46a can be recast to represent evaporation, LE, 
and sensible heat, H, fluxes as

 LE v= ʹ ʹλ ρw  (6.46b)

 H c w T= ʹ ʹρa p a ,  (6.46c)

Inertial sublayer

Roughness sublayer

δe

Wind

h d

FIGURE 6.23 Schematic of sublayers of the surface boundary layer 
over a wheat crop. The height (h) of the crop and the depth (δe) of the 
constant flux layer are noted. The height (d) is the zero plane displace-
ment height, which is the height to which a logarithmic wind profile, 
measured above the crop, would extrapolate to zero wind speed.
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respectively, where
λ is the latent heat of vaporization
w′ has been defined above
ʹρv is the estimate of instantaneous water vapor density

ρa is the density of air
cp is the specific heat of moist air
�Ta  is the estimate of instantaneous air temperature

The rate of data acquisition must be faster for measurements 
nearer the surface. Monteith and Unsworth (1990) state that eddy 
sizes increase with surface roughness, wind speed, and height 
above the surface; and they suggest 1 kHz rates may be needed 
near a smooth surface, while 10 Hz or less may be adequate at 
several meters above a forest canopy. Because the measurements 
should take place within the fully adjusted boundary layer, sim-
ply increasing sensor height will not eliminate the need for fast 
sensor response. EC methods are challenging to conduct due 
to the data handling and sensor requirements. Data-processing 
requirements are large, but modern data logging and computing 
equipment are capable of handling these. Commercial systems 
including data-processing software are now available, although 
expensive (Campbell Scientific Inc., Logan, Utah; and The 
Institute of Ecology and Resource Management at the University 
of Edinburgh, Scotland). The sonic anemometer is the wind sen-
sor of choice for EC work due its fast response and sensitivity. 
At this time, a single-axis unit costs about $2500 and a 3D sonic 
anemometer costs about $8000. Suitable vapor pressure sen-
sors include the krypton hygrometer and infrared gas analyzer 
(IRGA) available at this writing in the $6,000–$15,000 range.

When LE and H are measured by EC, the performance of this 
approach may be evaluated (Houser et al., 1998) by rearranging 
Equation 6.1 to

 LE n+ = − −H R G  (6.47)

and measuring Rn and G (Figure 6.24). This is referred to as 
evaluating the energy balance closure. If all measurements in 
Equation 6.47 are perfectly made, then the sum of the turbulent 
fluxes (LE + H) will equal the available energy (Rn + G). But in 
reality, turbulent flux estimates are usually less than the avail-
able energy. The degree of energy imbalance is an indication of 
how well the EC measurements were made. Energy balance clo-
sure can also be expressed as the ratio of the sum of the turbulent 
fluxes to the available energy, where the typical range considered 
as generally achievable for LE and H fluxes is 0.8–0.9.

Fast response thermocouples for measuring air temperature 
are used in EC systems for measuring H. Because these are very 
much less expensive than fast response vapor pressure sensors, it 
is sometimes sensible to measure Rn and G, and H by EC, and to 
compute LE as the residual

 LE n= − − −R G H.  (6.48)

While EC is in principle a physically correct approach to measur-
ing turbulent flux exchange between a surface and the boundary 

layer of the atmosphere and in practice is relatively straightfor-
ward to make, there are a number of important assumptions that 
must be considered prior to and during data acquisition. These 
assumptions are well described by Foken and Wichura (1996) and 
should always be considered prior to any field campaign. Equally 
important are the corrections applied to the turbulent fluxes after 
the measurements are made. It is significantly beyond the scope of 
this chapter to describe in detail the corrections now considered 
standard for turbulent flux measurements using EC but we list the 
more important corrections with references. These include coor-
dinate rotation of the velocity and scalar components (Tanner 
and Thurtell, 1969; Kaimal and Finnigan, 1994; Paw et al., 2000; 
Wilczak et al., 2001; Lee et al., 2004), the proportionality of a 
gas concentration to density effects due to changes in tempera-
ture and humidity commonly referred to as the WPL correction 
or adjustment (Webb et al., 1980; Webb, 1982; Leuning, 2004; 
Massman, 2004), and frequency response and sensor separation 
corrections (Moore, 1986; Leuning and Judd, 1996; Massman, 
2000; Finnigan et al., 2003; Massman and Clement, 2004). All 
these need to be considered and implemented to ensure the best 
possible data quality. Note that Thurtell questioned the use of 
coordinate rotations at a 2002 symposium in his honor.

Despite 40 years of advances in EC equipment and theory 
since the work of Tanner and Thurtell (1969), including the cor-
rections described above, closure errors of 10%–30% are still 
common and the error is a systematic underestimation of fluxes, 
particularly LE and CO2 fluxes (Twine et al., 2000; Norman and 
Baker, 2002). This outcome leads one to question either (1) the 
description of this method by Swinbank (1951) as the most phys-
ically correct method of providing a direct measurement of the 
vertical turbulent flux across the mean horizontal streamlines or 
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(2) the relevance of such a measurement to determination of LE. 
Some of the mechanisms possibly causing lack of closure, such 
as flux divergence and nonstationarity of flow, are intractable, 
leading Twine et al. (2000) to recommend that closure be forced 
routinely in order to avoid cumulative errors in flux estimates 
over time. Closure can be forced either by calculating LE as the 
residual of Equation 6.1 or by using the measured Bowen ratio; 
Twine et al. (2000) preferred the latter, but see the next section 
for possible problems. Comparisons of EC and Bowen ratio sys-
tems are found in Dugas et al. (1991) and Houser et al. (1998). 
Some specifics of EC system design are given in Unland et al. 
(1996) and Moncrieff et al. (1997).

6.2.2.3   Bowen Ratio

The Bowen ratio is the ratio of sensible to latent heat flux, βr = 
H/LE (Bowen, 1926). Introducing this into Equation 6.1 and 
rearranging gives the Bowen ratio method for estimating LE
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In the constant flux layer, it is possible to measure temperature 
and water vapor pressure differences at two heights, z1 and z2 and 
to evaluate βr from a finite difference form
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where the second and third entities assume equivalency of the 
exchange coefficients for sensible heat flux, KH, and latent heat 
flux, KV; and γ = cp P/(λMw/Ma) is the psychrometric “constant,” 
so-called because its value changes little with temperature, 
humidity, and normal variations in air pressure. Commonly, 
values of Ta and ea are half-hourly or hourly means. Because 
the sensor response time does not have to be very short, Bowen 
ratio equipment is much less expensive than that for EC, with 
complete systems available for under $10,000. Bowen ratio sys-
tems are available from REBS, Seattle, Washington; Campbell 
Scientific, Inc., Logan, Utah, and others.

Because slight differences in instrument calibration may lead 
to large errors, it is advisable to switch instruments between 
the measurement heights. The moving arm system popularized 
by REBS is one way to do this. Bowen ratio measurements are 
usually valid only during daylight hours. Near sunset and at 
night, the sum of Rn and G in Equation 6.49 approaches zero 
even though LE may continue at considerable rates, particu-
larly in advective environments (Tolk et al., 2006), in which 
most of the irrigated western United States is included. For 
periods just after sunrise and before sunset, the gradients of 

Ta and ea may become small at the same time that Rn becomes 
small, leading to instability in Equation 6.50 and irrational 
estimates of LE. Also near sunset, the value of βr may approach 
−1, leading to a near-zero denominator in Equation 6.49 and 
poorly defined LE (Todd et al., 2000). Bowen ratio systems 
tend to underestimate LE when regional and local sensible heat 
advection occurs (Blad and Rosenberg, 1974; Todd et al., 2000), 
probably because KH/KV > 1 under the stable conditions that 
prevail then (Verma et  al., 1978). Four Bowen ratio systems 
were compared by Dugas et al. (1991) who discuss the merits 
of different designs. Three EC systems agreed well with each 
other; but LE measurements from them were consistently lower 
than those from the four Bowen ratio systems. Note that Rn 
measurement errors can have a large impact on LE calculated 
using Equation 6.49.

6.2.2.4   Fetch Requirements

Both EC and Bowen ratio methods are sensitive to upwind sur-
face conditions. The LE and H values from these methods rep-
resent an areal mean for a certain upwind surface area, often 
called the “footprint.” Both methods require considerable repre-
sentative upwind surface or fetch, often extending to hundreds 
of meters, of surface that is similar to that where the measure-
ment is made, if the measurement is to be representative of that 
surface. Also, the longer the same-surface fetch is, the deeper is 
the fully adjusted layer, and the higher the instruments can be 
placed above the surface. Issues of instrument height and fetch 
are discussed by Savage et al. (1995, 1996) who recommended 
placing the sonic anemometer of an EC system no closer than 
0.5 m above a short grass cover. Because eddies are smaller 
nearer the surface, placement of the sonic anemometer too near 
the surface may lead to eddies being smaller than the measure-
ment window of the anemometer. Fetch requirements may be 
stated as a ratio of fetch distance to instrument height. Heilman 
et al. (1989) studied fetch requirements for Bowen ratio systems 
and concluded that a fetch to height ratio of 20:1 was adequate 
for many measurements, down from the 100:1 ratios reported 
earlier. Fetch requirements increase as measurement height, zm, 
increases. This poses some additional problems for Bowen ratio 
systems because these incorporate two sensors and the sen-
sors must be sufficiently separated vertically so that the vapor 
pressure and temperature gradients between them are large 
enough to be accurately determined. The rougher the surface is, 
the smaller the gradients are. For many surfaces, and common 
instrument resolution, this results in separation distances on the 
order of a meter. The lower measurement should be above the 
roughness sublayer, typically at least 0.5 m above a crop (more for 
a very rough surface such as a forest), so the upper measurement 
may well be nearly 2 m above the crop surface. This could easily 
lead to a fetch requirement of 100 m. Analysis of relative flux and 
cumulative relative flux for an alfalfa field under moderately sta-
ble conditions using the methods of Schuepp et al. (1990) leads to 
rather large fetch requirements (Todd et al., 2000; Figure 6.25). 
For unstable conditions, mixing is enhanced and the boundary 
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layer becomes adjusted more quickly over a new surface so that 
fetch requirements are decreased. However, stable conditions 
often prevail for irrigated crops in semiarid and arid regions, 
suggesting that EC and Bowen ratio methods are ill-suited for 
estimating ET in these settings. Schmid (1997) concluded that 
fetch requirements are more severe for Bowen ratio than for EC 
measurements. However, Stannard (1997) argues that Schmid’s 
analysis ignored the gradient measurement approach of Bowen 
ratio systems and that the fetch requirements are similar for EC 
and Bowen ratio.

EC methods are sometimes described as making direct mea-
surements of fluxes, and thus are stated to be the only “direct” 
measure of latent (or sensible) heat flux, particularly of areal 
extent greater than a few square meters. However, the humid-
ity sensors in EC and Bowen ratio systems do not measure ea 
directly, but infer it from measurements of other physical 
properties, typically light absorption or capacitance changes. 
Moreover, consideration of fetch requirements leads to a con-
clusion that both EC and Bowen ratio measurements are repre-
sentative only for a constantly changing footprint area upwind 
of the measurement location. The footprint area and the “true” 
flux are ill-defined because the location and size of the footprint 
change with wind direction and speed. There is strength in this 
kind of areal averaging because it reduces noise due to the spatial 
variability of evaporation. But the measurement cannot be said 
to be true for any specific location. Indeed, as wind direction 
changes, the area contributing to the measurement may change 
completely. By contrast, the soil water balance methods of esti-
mating E, discussed in Section 6.2, provide measures for specific 
locations. In the case of weighing lysimeters, these are in fact 
direct measurements of E, specific to a well-defined location, for 
all times during which precipitation and runoff are not occur-
ring (neglecting the negligible change in plant mass over short 
periods). Both EC and Bowen ratio measurements are based on 
the assumption that, within the fully adjusted layer, the vertical 
mass or energy fluxes are uniform with height, that is, there is no 

vertical flux divergence. However, we see from footprint analy-
sis that, for nonzero wind speeds, the upwind area contributes 
to the measured flux. Even in supposedly uniform fields, there 
is spatial variability in soil properties and plant responses, so 
that there is almost always some horizontal flux divergence, and 
therefore necessarily some vertical flux divergence. Although 
both methods have been described as “point” measurements, 
they are really averages over an area, with closer upwind sub-
areas being weighted more heavily and with wind speed and 
atmospheric stability causing changes in the relative weighting 
of subareas and the total area involved.

Interest in the spatial variability of the energy balance, par-
ticularly the LE component, and in precision farming tech-
nologies aimed at addressing crop requirements for water and 
nutrients at scales well below the field size, has led to a need 
to measure the spatial variability of LE at scales smaller than 
can reasonably be addressed with Bowen ratio and EC systems. 
The radiometric surface temperature can be remotely sensed 
to provide the spatial variability of LE based on Equations 6.1 
and 6.87 (in Section 6.2.4). However, this approach is chal-
lenged by difficulties in quantifying surface and aerodynamic 
resistances and discriminating between crop and soil contri-
butions to the radiometric temperature. There remains a need 
for ground truth measurements giving LE for a well-defined 
area. The water balance methods discussed in Section 6.3.1 are 
capable in many cases, but costs of deployment are practically 
insurmountable. Thus, there remains a need for inexpensive, 
accurate, unattended soil profile water content measurement 
methods for implementation of the water balance method of 
LE measurement.

6.2.2.5   Field Surface Energy Balance 
and Remote Sensing

The FSEB has long been recognized for its promise in calculat-
ing the latent heat flux, LE, due to ET, from the other energy 
balance terms in Equation 6.1. When Rn, G, Ts, Ta, hc, and uz are 
measured in the field, Kimball et al. (1999) found that ET (m s−1, 
positive toward the atmosphere) can be estimated with fair accu-
racy for full-cover crop surfaces as the residual in
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where
H = ρacp(Ts – Ta)/ra

Ts is assumed equal to the aerodynamic surface temperature, 
To (°C)

ra is aerodynamic resistance, which is calculated as a function 
of crop height, hc, and wind speed, uz (m s−1), measured at 
an elevation z (m)

cp is the heat capacity of air (∼1003 kJ kg−1 K−1)
λ is the latent heat of vaporization (∼2.45 × 106 J kg−1)
ρw is the density of water (∼1000 kg m−3)
ρa is air density (kg m−3, ρa ≈ 1.291–0.00418Ta)
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FIGURE 6.25 Relative and cumulative relative flux of an alfalfa field 
for measurement heights (zm) of 1 and 2 m, moderately stable thermal 
conditions, and canopy height of 0.5 m. Cumulative relative flux reaches 
0.8 at 65 m for zm = 1 m, and at 225 m for zm = 2 m. (Courtesy of Richard 
W. Todd, personal communication.)



6-20 Properties and Processes

In field research, many or all of these fluxes are measured; but 
from a remote sensing perspective, the surface brightness in the 
thermal IR (used to estimate Ts) and the brightness in the NIR 
and visible bands are used to estimate Rn and H. The value of 
G is taken as a fraction of Rn or some function of Rn and plant 
cover, which in turn is estimated from a vegetative index based 
on reflectance in discrete NIR and visible bands. The ET is evalu-
ated as the residual.

Remote sensing–based approaches to FSEB evaluation for ET 
include both single-surface approaches (e.g., Bastiaanssen et al., 
2005; Allen et al., 2007a, 2007b) and two-surface approaches 
that evaluate the energy and water balances for both canopy 
and soil surfaces and thus must estimate the crop cover frac-
tion (e.g., Norman et al., 1995; Kustas and Norman, 1999). 
While providing useful knowledge of regional ET and its spa-
tial and temporal distribution, FSEB predictions that rely on 
satellite images are not used for infield management due to 
lack of daily data with sufficient resolution to match appropri-
ate scales for management (Gowda et al., 2008). Attempts to 
resolve this problem with existing satellite data involve using 
infrequent, greater resolution data such as that from Landsat 
(90 m resolution in the thermal IR, 16 d repeat time) in com-
bination with lower resolution more frequent data such as that 
from MODIS (1000 m resolution in the thermal IR, daily). Such 
a combination was demonstrated with the DisALEXI (disag-
gregated atmosphere land exchange inverse) model (Norman 
et al., 2003; Anderson et al., 2007; Kustas et al., 2007), but no 
testing of this approach for management has ensued. While 
aircraft platforms could resolve some of these problems, cost 
has prevented widespread use of aircraft platforms to provide 
imaging for management.

The FSEB using remotely sensed data typically provides an 
instantaneous value of ET, which must be scaled to daily ET 
using various methods such as the evaporative fraction (which 
is assumed constant during daylight hours) or reference ET 
(which is also assumed constant relative to latent heat flux dur-
ing daylight hours; Colaizzi et al., 2006). Models of the FSEB 
that use remote sensing include the two-source model (TSM, 
Norman et al., 1995; Kustas and Norman, 1999), the surface 
energy balance algorithm for land (SEBAL, Bastiaanssen 
et al., 1998), and the mapping ET with internalized calibra-
tion model (METRIC, Allen et al., 2007a, 2007b). Gowda 
et al. (2008) reviewed these and several other approaches and 
reported that daily ET estimation errors ranged from 3% to 
35% but that almost all studies compared FSEB ET with ET 
sensed by Bowen ratio or EC methods, which themselves may 
have large errors.

Estimates of ET from regional FSEB models using remotely 
sensed data are often inaccurate for particular field locations due 
to problems with correctly estimating the surface radiation bal-
ance components (Berbery et al., 1999). However, studies using 
either ground-based or airborne sensor platforms to achieve 
suitable spatial scales (i.e., a few meters or less), have shown some 
success with energy balance models for ET (Colaizzi et al., 2003; 
French et al., 2007).

6.2.2.6   Penman–Monteith Estimates 
of Latent Heat Flux

Since Penman (1948) published his famous equation describ-
ing evaporation from wet surfaces based on the surface energy 
balance, there have been developments, additions, and refine-
ments of the theory too numerous to mention. Notable examples 
are the van Bavel (1966) formulation, which includes a surface 
roughness length term, zo, and the P–M formula (Monteith, 
1965), which includes aerodynamic and surface resistances. The 
van Bavel equation tends to overestimate in windy conditions 
and is very sensitive to the value of zo (Rosenberg, 1969). Howell 
et al. (1994) compared several ET equations for well-watered, 
full-cover winter wheat and sorghum and found that the P–M 
formula performed best. Because it is widely used in agricultural 
and environmental research, and because it has been presented 
by ASCE (Jensen et al., 1990; ASCE, 2005) and FAO (Allen et al., 
1994a, 1994b, 1998) as a method of computing estimates of refer-
ence crop water use, we will discuss the P–M equation, which is 
expressed as
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where
LE is latent heat flux
Rn is net radiation
G is soil heat flux (all in MJ m−2 s−1)
Δ is the slope of the saturation vapor pressure–temperature 

curve (kPa °C−1) commonly evaluated at air temperature
ρa is air density (kg m−3)
cp is the specific heat of air (kJ kg−1 °C−1)
ea is vapor pressure of the air at reference measurement 

height zm

es is the saturated vapor pressure at a dew point temperature 
equal to the air temperature at zm (kPa)

(es − ea) is the vapor pressure deficit
ra is the aerodynamic resistance (s m−1)
rs is the surface (canopy) resistance (s m−1)
γ is the psychrometric constant (kPa °C−1)

Penman’s equation and those derived from it eliminated can-
opy temperature from energy balance considerations. Besides 
measurements of Rn and G, the user must know the vapor 
pressure of the air, ea, and air temperature (from which es 
may be calculated) at reference measurement height, zm (often 
2 m). The use of es as a surrogate for the (unknown) substo-
matal vapor pressure introduces the assumptions that osmotic 
potential of the leaf water has little affect on the substomatal 
vapor pressure and that the difference between air and canopy 
temperature does not introduce much error in the estima-
tion of vapor pressure. To the extent that these assumptions 
are not true, the errors are merged into the resistance terms in 
Equation 6.52. The values of ra and rs may be difficult to obtain. 
The surface or canopy resistance is known for only a few crops 
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and is dependent on plant height, leaf area, irradiance, water 
status of the plants, species, and probably variety.

Jensen et al. (1990) and Allen et al. (1994a, 1994b) presented 
methods of calculating LE for well-watered, full-cover grass 
and alfalfa. The following example, drawn from recent studies 
at Bushland, Texas (Evett et al., 1998, 2000; Todd et al., 2000), 
employs those methods. Aerodynamic resistance was estimated 
for neutral atmospheric conditions from
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where
zm (m) is the measurement height for wind speed, uz (m s−1)
zH (m) is measurement height for air temperature and relative 

humidity
k is 0.41
zom and zoH are the roughness length parameters for momen-

tum (wind) and sensible heat transport
d is the zero plane displacement height

The value of ra calculated from Equation 6.53 will be too large for 
highly unstable conditions and too small for very stable condi-
tions. Stability corrections should be made to Equation 6.53 for 
those conditions (see Monteith and Unsworth, 1990, p. 234 for 
some examples) but were not made for this example.

Surface resistance was calculated from
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where r l is the stomatal resistance taken as 100 s m−1, and the LAI 
was taken as

 
LAI 5 5 1 5ln( )c= +. . ,h  (6.55)

where the crop height, hc, was taken as 0.12 cm for grass and 
0.5 m for alfalfa.

The zero plane displacement height, d, was calculated as

 
d h=

2
3 c.  (6.56)

The roughness length for momentum, zom, was calculated as

 z hom c123= 0.  (6.57)

and the roughness length for sensible heat transport was

 z zoH m1= 0. .o  (6.58)

Net radiation was calculated as shown in Section 6.2.1.6. 
All calculations were on a half-hourly basis. For well-watered 
mixed fescue grass in 1996, the P–M equation underestimated 
ET, as measured by a weighing lysimeter, at ET rates exceeding 
4 mm day−1 (Figure 6.26), even though Rn and G were well esti-
mated. The underestimation of ET was due to systematic error 
in the surface and/or aerodynamic resistances. For well-watered, 
full-cover alfalfa in 1996, the P–M estimates of ET were close 
to values measured with a weighing lysimeter (Figure 6.27). 
Because Rn and G were well estimated, it is presumed that ra and 
rs were predicted well also. Examination of diurnal dynamics 
showed that the P–M method was capable of closely reproducing 
those dynamics.
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Although important as a research model, the P–M method is 
not much used for direct prediction of LE due to the difficulty 
of knowing ra and rs. However, it is commonly used to predict a 
theoretical reference ET, ETo for grass and ETr for alfalfa, for use 
in irrigation scheduling (Allen et al., 1994a, 1994b, 1998). In this 
application, crop water use or ET is estimated from daily values 
of ETr and a dimensionless crop coefficient (Kc), which is depen-
dent on the crop variety, crop growth, and the reference ET (ETo 
or ETr) used, and which is often cast as a function of time since 
planting or growing degree days.

 ET ETc r= K .  (6.59)

The crop coefficients are determined from experiments that 
measure daily crop water use, ET, and that measure or, more 
commonly, estimate ETr and then compute

 
Kc

r

ET
ET

= .  (6.60)

Many details on this methodology are found in Jensen et al. 
(1990) and ASCE (2005).

6.2.2.7   Limitations of the Penman Approximation

At the time that Penman (1948), Monteith (1965), and van Bavel 
(1966) developed their equations for LE, it was very difficult to 
measure surface temperature of water or plant canopies. All of 
these equations are called combination equations because they 
derive from the combination of the energy balance terms given 
in Equation 6.1 with heat and mass transfer mechanisms. The 
transfer mechanisms are usually stated as flux equations in terms 
of resistance(s) or conductance(s) and a gradient of temperature 
or vapor pressure from the surface to the atmosphere. Penman 
(1948) stated Equation 6.1 for a wet surface and used transport 
mechanisms for LE and H to derive a combination equation

 LE ( )( ) ( )( )z o n z o= − = − + + −⎡⎣ ⎤⎦f u e e R G f u T T* γ ,  (6.61)

where
f(u) is a wind speed dependent conductance or transport 

coefficient
γ is the psychrometric constant (cpP/(0.622λ)
eo* is the saturation vapor pressure at the surface temperature
ez is the air vapor pressure at measurement height zm

Tz is the air temperature at measurement height
To is the surface temperature
the transport mechanism for H is analogous to Equation 6.89

The equation can use eo* because it is assumed that the surface is 
“wet,” that is, a free water surface. With an appropriate choice of 
f(u), the surface can be the canopy of a crop that is full cover and 
well supplied with water and thus freely transpiring. Because 
surface temperature was difficult to measure, Penman (1948) 
introduced an approximation for To − Tz that was derived from 

the slope of the saturation vapor pressure versus temperature 
curve (Figure 6.28), which is
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From Equation 6.62 and Figure 6.28, we see that

 e e e e T To z z z o z* *− = − + −Δ( ).  (6.63)

Rearranging to find (Tz − To) and substituting into Equation 6.61 
gives
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both sides of which hold the identity for LE = ( )( )z of u e e− * . 
Rearranging gives
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which is the Penman equation and is analogous to Equation 
6.52. Rather than using wind functions of the transport coeffi-
cient, Monteith recognized the importance of surface resistance 
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and derived the equation in terms of the aerodynamic and sur-
face resistances shown in Equation 6.52.

Although there is much evidence that the Penman equation 
and Equation 6.52 are useful for estimating LE from free water 
and from well-watered, full-cover crops, the results have been 
disappointing for transfer of wind functions and rs and ra for-
mulations between different regions and crops. Some facts about 
the underlying assumptions should lend insight. First, the value 
of Δ is usually evaluated at the air temperature, Tz. In humid 
climes, there may be little difference between canopy and air 
temperatures, particularly if skies are often overcast. But in 
more arid regions, the canopy temperature of a freely transpir-
ing crop may be several degrees cooler than air temperature, 
causing Δ to be overestimated—more so at the hottest part of the 
day, when transpiration rates are greatest, than near sunrise and 
sunset. Second, the net radiation and soil heat fluxes are modi-
fied by the quotient (1 + γ/Δ). This is fundamentally incorrect. 
The value of γ/Δ ranges from 0.80 at 10°C to 0.17 at 40°C; so the 
modification of Rn and G is not small and will change with air 
temperature over the course of a day. Third, the surrogate in the 
Penman equation for sensible heat flux, γ γf u e e( )( − +z* z )/( )Δ , 
is parameterized by vapor pressure terms defined at the same 
height. Thus, unlike real sensible heat flux, the surrogate quan-
tity γ γf u e e( )( − +z* z )/( )Δ  can never reverse sign (necessarily, 
e ez z* ≥ ). Also, over the range from 10°C to 40°C, the value of γ 
varies from 65.5 to 67.5 Pa K−1, while the value of Δ varies from 
85 to 402 Pa K−1. To the extent that γ is constant, the division of 
the vapor pressure deficit by (Δ + γ) causes the surrogate term to 
vary as H would vary. To the extent that the sum (Δ + γ) varies 
from Δ, and to the extent that ez* differs from eo*, the surrogate 
differs in value from H.

In Equation 6.52, the sum of Rn and G is further modified by 
the surface and aerodynamic resistances to mass and heat trans-
fer, even though those resistances have negligible effect on the 
fundamental mechanisms affecting either quantity. (The effect 
of rs and ra on canopy surface temperature has a negligible effect 
on Rn.) These facts have much to do with the difficulties encoun-
tered in determining appropriate values of ra and rs and in trans-
ferring these values from one region to another. Also, the fact 
that wind functions for the Penman equation have been deter-
mined to be different for different climates is certainly related to 
the approximations used in the derivation of the Penman and 
related equations.

At the time that the combination equations were being devel-
oped, the instrumentation for measuring net radiation was 
crude but, compared with that for measuring surface tempera-
ture, effective. In the 1960s, the development of infrared radi-
ometers allowed the first radiometric measurements of surface 
temperature on a large scale, leading to much research on the use 
of surface temperatures to solve H using forms of Equation 6.89 
(see Section 6.2.4), and thus to estimate LE from Equation 6.1. 
McNaughton (1988) pointed out problems with this method that 
persist to this day. They include the fact that radiometric surface 
temperature often differs from aerodynamic surface temperature 
(the surface temperature that works in Equation 6.89), the difficulty 

of evaluating ra in Equation 6.89 for many surfaces (e.g., partial 
or mixed canopies), and the spatial heterogeneity of surfaces that 
leads to spatial heterogeneity of air temperature. However, the 
continued development of IRTs has led to easy and reliable sur-
face temperature measurement with solid state devices such as 
the thermocouple IRT (e.g., the model IRt/c from Exergen, Inc.). 
Meanwhile, the technology for net radiation measurements has 
improved, but calibration standards do not exist and it is still 
common to find differences of 10% or more between compet-
ing instruments. Just as the lack of adequate instrumentation 
for measurement of surface temperature affected the develop-
ment of theory and practice in the mid-twentieth century, the 
shift in instrumentation capabilities is now affecting much of the 
experimental physics and development of theory and practice 
for calculation of surface energy and water balances as discussed 
in Section 6.2.2.5.

6.2.2.8   Recursive Estimates of Latent Heat Flux

In order to avoid the limitations of the Penman (1948) approxi-
mation for (To − Tz), several efforts have focused on iterative 
or recursive solution of the surface energy balance equations, 
which are implicit in To, without resorting to any assumptions. 
It has long been recognized that only by iterative solution of 
the implicit energy balance equations can these be solved with 
complete accuracy (Budyko, 1958; Tracy et al., 1984; McArthur, 
1990, 1992; Milly, 1991). Iterative solutions have been used in 
computer models of the general surface energy balance (Bristow, 
1987), of evaporation from bare soil (Lascano and van Bavel, 
1983, 1986), and of ET from plant and soil surfaces (Lascano 
et al., 1987; Evett and Lascano, 1993).

Even though iterative solutions have long been available on 
personal computers and even possible on hand-held calculators, 
they have not yet supplanted the P–M approach for calculating 
reference ET, ETo, although that is changing. As an alternative 
to the P–M equation, Lascano and van Bavel (2007) applied a 
recursive method, attributed to Budyko (1958), in which ET and 
To were found by iteration, satisfying the surface energy bal-
ance. Particularly, when Ta >> To and evaporative demand was 
large, the P–M method underestimated reference ET by as much 
as 25%. They concluded that the P–M method will underesti-
mate ET in most cases, with the error increasing as evaporative 
demand increases (larger values of Ta – To and smaller values of 
RH). Widmoser (2009) compared an iterative solution with the 
P–M method and found the P–M solutions for ET to deviate by 
as much as −40% to +9% and deviation was greater for smaller 
time steps (e.g., hourly versus daily). Negative errors were larger 
when Ta was larger, RH was smaller and the available energy 
(Rn + G) was smaller. Positive errors increased when RH and 
Ta were both large while (Rn + G) was small, or when (Rn + G) 
and Ta were both large and the ratio rs/ra was large (large surface 
resistance and small aerodynamic resistance, for example, tall, 
stressed plants, and windy conditions).

These analyses give further insight into the problems encoun-
tered when transferring crop coefficients between regions with 
different climates when those Kc values were determined using 
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P–M based reference ET values. Allen et al. (1994a) provided 
evidence for this lack of transferability by comparing the esti-
mated ratio of alfalfa to grass reference ET across six arid and 
five humid locations. The ratio varied considerably across loca-
tions, most dramatically between arid and humid locations. For 
most locations, there was also a difference between the ratio for 
the peak month and the mean ratio for that location. Note that 
this variance of ratios applies equally as well to the ratio of a par-
ticular crop ET to reference ET (i.e., the crop coefficient, ET/ETr) 
thus calling into question the transferability of crop coefficients. 
Evett et al. (2000) compared alfalfa and grass P–M reference ET 
formulas to measured ET for alfalfa and grass grown under ref-
erence ET conditions and found that the ratio of alfalfa to grass 
reference ET was not well predicted by the P–M formulations 
for their windy, semiarid advective environment, thus support-
ing the findings of Allen et al. (1994a). Shuttleworth (2006) pre-
sented an analysis of Kc as used with the P–M method in which 
he showed that Kc values depend explicitly on the climatic condi-
tions at the time of Kc determination. For a variety of different 
plant heights and canopy resistances, Annandale and Stockle 
(1994) used an energy balance model to study variability of full-
canopy-cover Kc, as influenced by changes in solar radiation, 
air temperature, the vapor pressure deficit (e ez o− *), and wind 
speed. Variability in Kc increased as crop height increased and 
as rs decreased. Variability in Kc decreased if an alfalfa reference 
ET was used rather than a grass reference ET; and they recom-
mended (1) using alfalfa reference ET and (2) development of 
methods for directly estimating crop ET. In light of the discus-
sion in Sections 6.2.2.7 and 6.2.2.8, we add to this list a recom-
mendation to pursue a reference ET based on iterative solution 
of the energy balance equations.

6.2.2.9   Bare Soil Evaporation Estimates

Evaporation from bare soil (ES) may be estimated using the EC 
and Bowen ratio methods previously described with consider-
ation given to the reduced surface roughness of many bare soil 
surfaces when compared with vegetated surfaces. Also, Section 
6.3 describes measurements of ES using weighable lysimeters 
of various sizes. Here we describe some alternatives based on 
energy balance solutions.

Fox (1968) and later Ben-Asher et al. (1983) and Evett et al. 
(1994) described a bare soil evaporation (ES) prediction method 
based on subtracting the energy balance equations (Equation 
6.1) written for a dry and a drying soil. Because ES is zero for a 
dry soil, this gives an expression for ES from the drying soil in 
terms of the other energy balance terms. The method requires a 
column of dry soil embedded in the field of drying soil and mea-
surements of the surface temperatures of the dry soil and of the 
drying field soil. The surface temperature difference between the 
dry and drying soils explains most of ES, but prediction accuracy 
is only moderately good (r2 = 0.82 for daily predictions, Evett 
et al., 1994). Evett et al. showed that the aerodynamic resistance 
over the dry soil surface was reduced and that the resistance was 
relatively independent of wind speed, probably due to buoyancy 
of air heated over the relatively hot, small surface. They also 

showed that consideration of the soil albedo change with drying 
could improve the ES estimates. Qiu et al. (1999) replaced the 
aerodynamic resistance with a soil evaporation transfer coeffi-
cient: ha = (Ts − Ta)/(Td − Ta), where Ts is the surface temperature 
of a drying soil, Td is the surface temperature of a dry soil, and 
Ta is air temperature. They found good agreement dynamically, 
although their model consistently overestimated soil ES by 5%. 
Although the method shows promise, it does not provide an 
estimate of surface soil water content that would be needed to 
calculate the albedo change.

When soil is wet, the evaporative flux can be estimated using 
the Penman or P–M equations with surface resistance set to an 
appropriate low value (Howell et al., 1993). This wet period is the 
energy-limited stage of evaporation. As the soil dries, ES becomes 
limited by soil properties. Van Bavel and Hillel (1976) addressed 
this using a finite difference model of soil water and heat flux 
that later was developed into the CONSERVB model of evapora-
tion from bare soil (Lascano and van Bavel, 1986). This model 
described 1D soil water movement with Darcy’s law, including 
the dependence of hydraulic conductivity, K (m s−1), on soil water 
potential, h (m), and the soil water retention function, θv(h). The 
surface energy balance was solved implicitly for surface tem-
perature (Ts), resulting in calculated values of ES, H, Rn, and G at 
each time step. The value of ES was used as the upper boundary 
condition for soil water flux at the next time step. The elements 
of CONSERVB were included in the ENWATBAL model by 
Lascano et al. (1987) who included a vapor transport algorithm 
as a function of soil drying. The latter model was upgraded to 
model albedo changes dependent on surface soil water content 
by Evett and Lascano (1993). The 1993 version of ENWATBAL 
was shown to more accurately predict ES than either the Penman 
or P–M equations (Howell et al., 1993). These detailed models of 
the soil–plant–atmosphere continuum include numerical simu-
lation of soil heat and water fluxes that depend on detailed infor-
mation on the soil hydraulic properties (characteristic curves) 
and property changes with depth.

Kustas (2002) summarizes the bulk transport approaches to Es 
estimation that depend on the vapor pressure gradient between 
the soil surface and the air and may include a drying front algo-
rithm; and he contrasts these more mechanistic approaches with 
several analytical methods that involve a bulk soil resistance and 
are more amenable to inclusion in models using remotely sensed 
data for large area estimation of evaporation.

6.2.2.10   Transpiration

Transpiration, the water evaporated from the plants primarily 
through stomata, is a significant contributor to total latent heat 
flux and is directly related to the total dry matter production 
of plant communities (de Wit, 1958). Methods of determining 
transpiration (ET) vary widely. The simplest approach has been 
to weigh single plants in sealed containers (Briggs and Shantz, 
1913, 1914). Canopy level measurement of the total evaporative 
flux (ET) using such methods as lysimetry, Bowen ratio, and 
EC requires that soil water evaporation (ES) be determined, 
so that ET can be estimated as the residual, or ET = ET − ES. 
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The ES component may be measured using soil microlysimeters 
(see Section 6.3.1). This is the most direct method of determin-
ing ET without sealing the soil surface.

Another method has been to estimate ET using equations based 
on the surface energy balance and gradients in water vapor concen-
trations and resistances to vapor and heat exchange between the 
plant canopy and the air. A representative equation is the widely 
used P–M formula (1965). The difficulty in using such equations 
is derivation of bulk canopy resistances to vapor and heat trans-
port that also exclude contributions from the soil. One approach 
to measure canopy resistance has been to first make stomatal 
resistance measurements on a portion of a leaf using a porometer 
(Turner, 1991) or gas analyzer system (Rochette et al., 1991). The 
measurement strategy must somehow capture the totality of the 
water loss from the plant canopy as affected by differences in leaf 
illumination, leaf angles, microclimates, and aerodynamic resis-
tances throughout the canopy. The stratified measurements must 
then be integrated to a whole canopy resistance, which is a process 
that has met with limited success (Baldocchi et al., 1991; Rochette 
et al., 1991). The bulk aerodynamic resistance must also be cor-
rectly estimated for the P–M equation, which is also complicated 
by its possible interactive relationship with bulk canopy resistance 
(Paw and Meyers, 1989). Furon et al. (2007) used numerical sim-
ulations to assess the leaf-to-canopy scale translation of surface 
resistances and their impact on the performance of the P–M equa-
tion. Raupach and Finnigan (1988) investigated both single- and 
multilayer models of evaporation.

Because of these difficulties, techniques to measure plant 
sap flow as an approximation of whole plant transpiration have 
advanced. Sap flow measurement systems use the application of 
heat to the plant stem to serve as a tracer of the sap movement 
through the xylem tissue. Currently, there are three groups of 
heat systems to determine sap flow: stem heat balance, heat dis-
sipation, and heat pulse (Gonzalez-Altozano et al., 2008). The 
stem heat balance method is the most suitable method for her-
baceous annual plants with smaller stem diameters, while the 
heat pulse and heat dissipation methods are primarily used for 
woody plants, especially those with large trunk diameters. In the 
stem heat balance method, a heater strip constantly heats a small 
section of the entire plant stem, and temperature sensors below 
and above the strip measure how much heat is moved away 
from the region by the sap. The specific heat capacity and den-
sity of the sap are then used to convert the measurements into 
volumetric mass sap flow. Over- or underestimating sap flow 
can occur during periods of small or large flow rates. The heat 
pulse and heat dissipation methods use probes inserted into the 
stem, with the heat applied either as a pulse or at a constant rate. 
Temperature sensors in the probes determine sap velocity. Probe 
location and cross-sectional area and geometry of the stem 
must be accounted for to extrapolate probe measurements into 
whole plant sap flow for both methods, and calibration may be 
required. In all methods, a strategy for transforming single plant 
measurements to field scale ET must be developed. Commonly 
used strategies include weighting by leaf area or stem or trunk 
diameter (Cohen and Li, 1996).

6.2.3   Soil Heat Flux

Soil heat flux is discussed in detail in Chapter 9. Additional 
information related to the surface energy balance is given here. 
Briefly, heat conduction in one dimension is described by a dif-
fusion equation:
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where the volumetric heat capacity, C (J m−3 K−1), and the ther-
mal conductivity, kT (J s−1 m−1 K−1), are assumed constant in 
space; and vertical distance is denoted by z, time by t, and tem-
perature by T.

The 1D soil heat flux, G, for a homogeneous medium is 
described by
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The thermal conductivity is a single-valued function of water 
content and is related to the thermal diffusivity, DT (m2 s−1), by

 k D CT T= ,  (6.69)

where the volumetric heat capacity, C (J m−3 K−1), can be calcu-
lated with reasonable accuracy from the volumetric water con-
tent, θv (m3 m−3), and the soil bulk density, ρb (Mg m−3), by
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for a soil with a volume fraction, fo, of organic matter (Hillel, 
1980).

Table 6.6 lists thermal conductivities at “wet” and “dry” points 
for several soils. For coarse soils, the thermal conductivity versus 
water content curve is S-shaped (see e.g., Campbell et al., 1994), 
with a rapid rise at water contents corresponding to about 33 kPa 
soil water tension (about “field capacity”). For fine soils, the rela-
tionship is more linear; and the thermal conductivity between 
dry and wet conditions in Table 6.6 can be linearly interpolated 
from the values given, with reasonably small errors. But for water 
contents below the “dry” value, the thermal conductivity should 
be taken as the value corresponding to the “dry” state.

De Vries (1963) developed a method of estimating soil ther-
mal conductivity from soil texture, bulk density, and water 
content. The method, while including most important soil prop-
erties affecting conductivity, is limited in that it requires knowl-
edge of parameters called shape factors that describe how the 
soil particles are packed together. The shape factors are specific 
to a given soil and perhaps pedon and must be measured. They 
are, in effect, fitting parameters (e.g., Kimball et al., 1976). De 
Vries’ method tends to overestimate thermal conductivity at 
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water contents above about 0.15 (Asrar and Kanemasu, 1983; 
Evett, 1994). Campbell et al. (1994) developed modifications of 
de Vries’ theory that allowed them to match measured values 
well. They showed that, as temperature increased, the thermal 
conductivity versus water content curve assumed a pronounced 
S-shape for the eight soils in their study, with the curve deviat-
ing from monotonicity at temperatures above 50°C.

Horton et al. (1983) developed a measurement method for 
DT based on harmonic analysis. The method entailed fitting a 
Fourier series to the diurnal soil temperature measured at 1 h 
intervals at 0.01 m depth followed by the prediction of temper-
atures at a depth, z (0.1 m), based on the Fourier series solu-
tion to the 1D heat flux problem using an assumed value of 
DT. The value of DT was changed in an iterative fashion until 
the best fit between predicted and measured temperatures at 
z was obtained. The best fit was considered to occur when a 
minimum in the sum of squared differences between predicted 
and measured temperatures was found (i.e., minimum sum of 
squared error, [SSE]). Poor fits with this and earlier methods 
are often due to the fact that field soils usually exhibit increas-
ing water content with depth and changing water content with 
time, while the method assumes a homogeneous soil. Costello 
and Braud (1989) used the same Fourier series solution and a 
nonlinear regression method, with diffusivity as a parameter 
to be fitted, for fitting the solution to temperatures measured at 
depths of 0.025, 0.15, and 0.3 m.

Neither Horton et al. (1983) nor Costello and Braud (1989) 
addressed the dependency of diffusivity on water content or 
differences in water content between the different depths. 
Other papers have dealt with thermal diffusivity in non-
uniform soils but did not result in functional relationships 

between thermal properties and water content, probably 
due to a paucity of depth-dependent soil water content data 
(Nassar and Horton, 1989, 1990). Soil water content often 
changes quickly with depth, time, and horizontal distance. 
Moreover, diffusivity is not a single-valued function of soil 
water content and so is difficult to directly use in modeling. 
The ability of time domain reflectometry (TDR) to measure 
water contents in layers as thin as 0.02 m (Baker and Lascano, 
1989; Alsanabani, 1991) provided the basis for design of a sys-
tem that simultaneously measures water contents and tem-
peratures at several depths.

Evett (1994) used measurements of soil temperature at several 
depths (e.g., 2, 4, 6, 8 … cm), coupled with TDR measurements 
of soil water content at the same depths, to find a relationship 
between thermal conductivity and water content in a field soil. 
He used the minimum SSE method of Horton to find the thermal 
diffusivity for each soil layer between vertically adjacent mea-
surements of water content and temperature. The water content 
for this layer was used to calculate C and thus λ corresponding to 
that water content. A function of kT versus θv was developed by 
regression analysis on the kT and θv data (Figure 6.29). Because 
both C and kT were known for each layer, this method also gave 
the soil heat flux.

The complicated methods of measuring thermal diffusivity 
and conductivity mentioned here use computer programs and 
nonlinear regression fitting of multiterm sine series in order to 
handle diurnal temperature waves that differ from simple sinu-
soidal waves, as well as to incorporate measurements of soil 
water content that vary with depth. However, rough estimates 
of the thermal parameters may be made from phase differences 
and amplitude differences observed for temperatures measured 

TABLE 6.6 Thermal Conductivity, kT, of Some Soil Materials

Soil Dry θv kT W m−1 K−1 Wet θv kT W m−1 K−1 ρb Mg m−3 Source

Fairbanks sand 0.003 0.33 0.18 2.08 1.71 de Vries (1963)
Quartz sand 0.00 0.25 0.40 2.51 1.51 de Vries (1963)
Sand 0.02 0.9 0.38 2.25 1.60 Riha et al. (1980)
Sand 0.00 0.27 0.38 1.77 1.64 Watts et al. (1990)
Sand 0.003 0.32 0.38 2.84 1.66 Howell and Tolk (1990)
Gravelly coarse sand (pumice) 0.02 0.13 0.40 0.52 0.76 Cochran et al. (1967)
Medium and coarse gravel (pumice) 0.01 0.09 0.43 0.39 0.44 Cochran et al. (1967)
Loamy sand 0.01 0.25 0.40 1.59 1.69 Sepaskhah and Boersma (1979)
Loam 0.01 0.20 0.60 1.05 1.18 Sepaskhah and Boersma (1979)
Avondale loam 0.08 0.46 0.23 0.88 1.35–1.45 Kimball et al. (1976)
Avondale loam 0.03 0.31 0.30 1.20 1.40 Asrar and Kanemasu (1983)
Silt loam 0.09 0.40 0.50 1.0 1.25 Riha et al. (1980)
Yolo silt loam 0.14 0.49 0.34 1.13 1.25 Wierenga et al. (1969)
Muir silty clay loam 0.03 0.30 0.30 0.90 1.25 Asrar and Kanemasu (1983)
Silty clay loam 0.01 0.20 0.59 1.09 1.16 Sepaskhah and Boersma (1979)
Pullman silty clay loam 0.07 0.16 0.29 0.89 1.3 Evett (1994)
Healy clay 0.04 0.30 0.30 0.91 1.34 de Vries (1963)
Fairbanks peat 0.03 0.06 0.61 0.37 0.34 de Vries (1963)
Forest litter 0.02 0.10 0.55 0.40 0.21 Riha et al. (1980)



Water and Energy Balances in the Soil–Plant–Atmosphere Continuum 6-27

at only two depths, with the application of simplifying assump-
tions of homogeneous water content and soil properties, and a 
simple sinusoidal diurnal temperature wave describing the tem-
perature T at depth z and time t

 T z t T A t z( , ) sin[ ( )],z= + +ω φ  (6.71)

where
T− is the mean temperature (i.e., the mean of maximum and 

minimum for a sine wave)
Az is the amplitude of the wave (i.e., the difference between 

maximum and minimum temperatures)
ω is 2π/τ, where τ is the period (e.g., 24 h)
ϕ(z) is the phase angle at depth z (difference in time between 

the occurrence of the maxima or minima at depth 0 and 
depth z, units of radiance)

Equation 6.67 can be solved using the above equation for T(z, t) 
yielding
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where
A0 is the amplitude at depth zero
zd is called the damping depth and is a function of the ther-

mal conductivity and volumetric heat capacity
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When z equals zd, the amplitude is 1/e = 0.37 of the amplitude at 
depth zero. Writing Equation 6.72 for two depths, z1 and z2, and 
solving for kT/C gives
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Figure 6.30 shows measured diurnal temperature waves for sev-
eral depths in a Pullman clay loam on two different days. Table 6.7 
gives the mean water content as measured by TDR for each depth. 
Also shown are the thermal conductivities obtained by fitting a sine 
series to each depth and evaluating the thermal conductivity of the 
layer between depths by using the coefficients of the sine series in a 
sine series solution to T(t) at the next depth and then performing 
a nonlinear fit of that solution to obtain the thermal conductivity.

Single-probe heat pulse methods have been developed to mea-
sure thermal diffusivity; and a dual-probe heat pulse method 
(Campbell et al., 1991) can measure the thermal diffusivity, 
DT, as well as kT and C (Kluitenberg et al., 1995). Noborio et al. 
(1996) demonstrated a modified trifilar (three-rod) TDR probe 
that measured θv by TDR, and kT by the dual probe heat pulse 
method. Their measured kT compared well with values calcu-
lated from de Vries (1963) theory.

Soil heat flux is more commonly determined using heat flux 
plates (Table 6.1). These are thermopiles that measure the tem-
perature gradient across the plate, and, knowing the conductiv-
ity of the plate, allow calculation of the heat flux from Equation 
6.74. Heat flux plates are impermeable and block water move-
ment. Because of this, the plates should be installed a minimum 
of 5 cm below the soil surface, so that the soil above the plate 
does not dry out or wet up appreciably more than the surround-
ing soil. Typical installation depths are 5 or 10 cm. Even at these 
shallow depths, the heat flux is greatly reduced from its value at 

0

1.2

0.8

TDR/TC
Regression
Forest litter
Silt loam

0.4k T
 (W

 m
–1

 K
–1

)

0.0
0.1 0.2

Water content (m3 m–3)
0.3

FIGURE 6.29 Thermal conductivity (kT) of Pullman silty clay loam, 
determined from TDR probe and thermocouple arrays, compared with 
functions from Campbell (1985) for forest litter and silt loam.

13

12

11

10

9

8

7

6

5
308 308.5 309

Day of year, 1993

Te
m

pe
ra

tu
re

 (°
C

)

Depths (cm)

20

15

10

6

4

2

309.5 310

FIGURE 6.30 Temperatures at six depths in a Pullman clay loam for 
2 days in 1993.



6-28 Properties and Processes

the soil surface; and corrections must be applied to compute sur-
face heat flux. The most common correction involves measuring 
the temperature and water content of the soil at midlayer depths, 
zj, in N layers (j to N) between the plate and surface and applying 
the combination equation over some time period, τt, defined by 
beginning and ending times ti and ti+1
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where
G is the surface heat flux during τt

Gz is the flux at depth z
Tzj are temperatures at the N depths, zj, at times ti and ti+1

Δzj is the depth of the layer with midpoint zj

where the volumetric heat capacities, Czj, at depths zj are calcu-
lated from Equation 6.70, rewritten as
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where θvzj, ρbzj, and fozj are the water contents, soil bulk densi-
ties, and volume fractions of organic matter, respectively, at 
depths zj. The estimate of G is not much changed by the exact 
form of the combination equation as shown by data from 
Bushland, Texas, for four forms of Equation 6.75 (Figure 6.31). 
For situations where water content and temperature change rap-
idly with depth, or bulk density or fo changes rapidly with depth, 
the multiple layer approach will work better.

As an example, we compare four methods of combining tem-
perature and water content data to correct heat flux for bare soil at 
Bushland, Texas, in 1992 (Figure 6.31). Temperatures were mea-
sured at 2 and 4 cm depths (two replicates) with thermocouples, T2 
and T4; at the surface with a single IRT, T0; and as a mean tempera-
ture of the surface to 5 cm depth soil layer using thermocouples 
wired in series and buried (four replicates) at 1 and 4 cm depths, 
T1_4. Water contents were measured by TDR probes (two repli-
cates) inserted horizontally at 2 and 4 cm depths, θ2 and θ4. Soil 
heat flux at 5 cm depth, G5, was measured with heat flux plates 
(four replicates). For all methods, the product of soil bulk density 
and heat capacity of soil solids were set to 1.125 MJ m−3. For the 
first method, the surface heat flux, G0, was described as
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where 1800 was the period in seconds; the weighted water con-
tent for the surface to 5 cm depth layer, θw, was
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the weighted temperature for the surface to 5 cm depth layer, Tw, 
was
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and Tw+1 was calculated the same way, but for the previous 
measurement.

TABLE 6.7 Mean Soil Water Contents, θ (m3 m−3), and Thermal 
Conductivities, kT (J m−1 s−1 K−1), Calculated from a Nonlinear Fit 
of a Sine Series Solution Compared with kT Estimated using 
Equation 6.74 for a Pullman Clay Loam for 2 Days in 1993

Depth (cm) θ (m3 m−3)

Amplitude Based, 
Equation 6.74

Nonlinear Fit—Sine 
Series Soln.

kT at θ=interlayer mean kT at θ=0.23 kTθ

Day 308
2 0.09

0.176 0.232 0.138
4 0.14

0.518 0.577 0.485
6 0.22

0.74 0.717 0.709
10 0.27

1.128 1.003 1.221
15 0.31

1.295 1.151 1.271
20 0.27

Day 309
2 0.08

0.082 0.111 0.117
4 0.13

2.273 2.566 0.363
6 0.22

3.85 3.772 0.596
10 0.26

3.008 2.7 0.916
15 0.31

2.006 1.784 1.098
20 0.27
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FIGURE 6.31 Four methods of correcting heat flux, measured with 
plates at 5 cm depth, to surface heat flux.
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For the second method, θw and the series-wired thermocouple 
temperature were used:
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For the third method, θw was used:
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but the depth-weighted mean, T024, of IRT temperature and the 
temperatures measured at 2 and 4 cm was used.
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For the fourth method, a modified layer approach was used:
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where the depth-weighted mean temperature in the surface to 
3 cm deep layer, T02, was
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All of these methods produced similar values of G0, but those 
using a depth-weighted water content tended to overestimate 
extreme values, probably because the 2 cm water content 
was less than that at 4 cm (Figure 6.31). The weighted mean 
approach for both water content and temperature, with sur-
face temperature included (Equation 6.81), produced gener-
ally the largest diurnal swing in G0. Methods that did not 
include the surface temperature, but used the weighted mean 
approach for both water content and temperature (Equations 
6.77 and 6.80), produced intermediate results. The layer 
approach (Equation 6.83), produced the smallest diurnal 
swing in G0, despite using the surface temperature, and is 
probably the most accurate approach. All methods corrected 
both the amplitude and the phase of the diurnal cycle of G0 
appropriately.

Spatial variability of G can be considerable due to shad-
ing of soil by vegetation and due to micro-relief that both lead 
to variable soil wetness, thermal conductivity, and Es rates. 

For  row crop investigations, at least four soil heat flux plates 
should be used to obtain a representative mean. Spatial and tem-
poral variation of G will depend on row orientation, crop height 
and cover factor, and the time since wetting and the pattern of 
soil water uptake by roots. For sparse canopies, G measurement 
may require many more heat flux plates (Kustas et al., 2000).

6.2.3.1   Bernoulli, Soil Air, and Convective Heat Flux

In addition to diffusive heat flux, convective heat flux plays an 
important and often overlooked role in soil heating or cooling. 
This is the heat transported by moving air or water, the latter 
denoted in Figure 6.1 by GJw for heat transported by infiltrating 
water. Convective heat flux due to infiltration of water can be 
much larger than that due to diffusion on a diurnal basis. For 
example, irrigation with 5 cm of water at 15°C on a soil at 25°C 
with an initial water content of 0.1 m3 m−3 and a bulk density 
of 1.48 would immediately lower the temperature of the 11.6 cm 
deep, wetted layer to 20°C (assuming negligible heat of wetting, 
the soil brought to saturation, and a heat capacity of 1.54 MJ 
m−3 K−1). Although soil temperature may be changed strongly 
by infiltration of water, there is another mechanism for soil 
temperature changes, the heat of wetting. The heat of wetting 
is heat energy released when a soil is wetted and is usually not 
large enough to be important in heat balance calculations. It can 
be large for clays with large surface area if they are extremely 
dry, ranging from 40 J g−1 for kaolinitic clays to 125 J g−1 for allo-
phanic clays (Iwata et al., 1988). But, it decreases quickly as the 
initial water content of the soil increases and is not likely to be 
important for the normal range of field water contents.

Convective heat flux due to air movement into and out of soil 
surfaces is commonly ignored in energy balance considerations. 
Most people do not see any reason for air to move into or out 
of soil other than changing atmospheric air pressure. However, 
there are other forces at play that may significantly increase air 
flow into or out of soil surfaces. Consider Bernoulli’s theorem,
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which is an equation of conservation of energy where v1 and 
v2 are fluid (e.g., air) velocities at two points, p1 and p2 are the 
respective fluid pressures normal to the fluid flow direction, ρa is 
the density of air, g is the acceleration due to gravity, and z1 and 
z2 are the elevations of the two points. Placing point 1 in the soil 
and point 2 in the atmosphere directly above the soil, we see that 
v1 ≈ 0, and v2 ≥ 0, so that the equation may be rewritten as
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That is, the pressure differential from soil to air is equal only 
to the elevation difference multiplied by ρag when wind speed 
is zero, and it increases above that value as the square of wind 
speed. During sustained winds across flat surfaces, there is a 
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sustained pressure gradient driving air movement from soil to 
air. For air movement over nonplanar surfaces, the situation is 
complicated by other aerodynamic effects such as drag, which 
may increase or decrease the pressure gradient at various places 
over the surface. This has implications for soil gas efflux rates and 
measurements (Rudolf et al., 1996). Turbulent air flow across soil 
was investigated by Farrell et al. (1966), who showed with field 
measurements and theoretical analysis that the effective gaseous 
diffusion coefficient in soil could be increased by 100 times for 
wind speed of 7 m s−1. Bulk air movement into and out of soils 
can substantially alter the energy balance as evidenced by such 
phenomena as ice caves in permeable lava rocks overlain by soils.

6.2.4   Sensible Heat Flux

Sensible heat flux is the transfer of heat energy away from or 
to the surface by conduction or convection. Because air is a 
poor conductor of heat, most sensible heat flux is by convec-
tion (movement) of air. This occurs in eddies of different scales 
depending on the turbulence of the atmosphere near the sur-
face. Turbulence is influenced by the aerodynamic roughness 
of the surface, the wind speed, and the temperature differen-
tial between the surface and the air. Perhaps the most common 
method of evaluating sensible heat flux is to measure the other 
terms in Equation 6.1 as accurately as possible and then set H 
equal to the residual

 H R G= − − −n LE.  (6.87)

Of course, this approach lumps all the errors in the other terms 
into H. More importantly, it does not allow for a check on the 
accuracy of the energy balance. By definition, if H is defined by 
Equation 6.87 then Equation 6.1 will sum to zero. Only an inde-
pendent measure of H can provide a check sum for Equation 
6.1. As noted in Section 6.2.2.2, EC is a direct method of mea-
suring H.

The Bowen ratio method can be applied to sensible heat 
flux as well as to latent heat flux as outlined in Section 6.2.2.3. 
Sensible heat flux is calculated from the Bowen ratio as (follow-
ing Rosenberg et al., 1983, p. 256)

 
H R G
=
− +
+
( )

( ( / ))
.n

r1 1 β
 (6.88)

The considerations of fetch, measurement height, equipment, 
etc., mentioned in Section 6.2.2.4 for Bowen ratio and EC mea-
surements apply as well to sensible heat flux measurements made 
with these methods.

Though obviously a dynamic and complex process, sensible 
heat flux, H (W m−2), is sometimes estimated using a straightfor-
ward resistance equation
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where
ρa is the density of air (ρa = 1.291 – 0.00418Ta, with less than 

0.005 kg m−3 error in the −5°C to 40°C range, Ta in °C)
cp is the heat capacity of air (1.013 × 103 J kg−1 K−1)
Tz is the air temperature at measurement height
raH is the aerodynamic resistance to sensible heat flux (s m−1)
T0 is the temperature of the surface

For vegetation, the “surface” for aerodynamic resistance is the 
height at which the logarithmic wind speed profile, established 
by measurements of wind speed above the surface, extrapolates 
to zero. This height is d + zom and is often well below the top 
of the canopy, typically at 2/3 to 3/4hc. Measurements of sur-
face temperature (with, for instance, an IRT) may not be the mean 
temperature at the same height as the aerodynamic “surface,” 
thus introducing bias in the raH estimation. Also, the roughness 
length for momentum, zom, may be different from that for sen-
sible heat, zoH.

A general form for aerodynamic resistance to sensible, latent 
energy, and momentum fluxes is
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where
k is the von Kármán constant = 0.41
zo is the roughness length (m)
zm is the reference measurement height (m)
uz is the wind speed (m s−1) at that height
d is the zero plane displacement height (m)

Equation 6.90 only holds for neutral stability conditions. 
Unstable conditions occur when the temperature (and thus air 
density) gradient from the surface upward is such that there is 
warm air rising through the atmosphere (forced convection). 
Stable conditions prevail when the air is much cooler and denser 
near the surface, thus inhibiting turbulent mixing due to forced 
convection. Neutral conditions obtain when neither stable nor 
unstable conditions do.

For bare soil, Kreith and Sellers (1975) simplified Equation 
6.90 as follows:
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They found a value of zo = 0.003 m worked well for smooth bare 
soil.

For nonneutral conditions, a variety of stability corrections 
have been proposed. See Rosenberg et al. (1983, pp. 140–144) 
and Monteith and Unsworth (1990, pp. 234–238). Because many 
models of the soil–plant–atmosphere continuum use Equation 
6.89 to model H, it is important to note that, while stability 
corrections can improve model predictions of H and surface 
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temperature, the stability corrections are implicit in terms of H. 
This leads to a requirement for iterative solution of sensible heat 
flux at each time step in these models.

Knowledge of appropriate values for d and zo in the above 
equations can be hard to come by since their determination 
involves measurements of wind speed and temperature at 
multiple heights within and above the canopy (Monteith and 
Unsworth, 1990). Campbell (1977) suggests estimating these 
from plant height, hc, as

 d h= 0 64. c  (6.92)

for densely planted agricultural crops and

 z hom c= 0 13.  (6.93)

for the roughness length for momentum for the same condition. 
Campbell (1977) gives the roughness length parameters for sen-
sible heat, zoH, and vapor transport, zov, as

 z z zoH ov om= = 0 2. .  (6.94)

Note that Equation 6.94 differs from Equation 6.58, where 
Jensen et al. (1990) used zoH = 0.1 zom. For coniferous forest, Jones 
(1992) gives

 d h= 0 78. c  (6.95)

and

 z hom c= 0 075.  (6.96)

for these parameters. As wind speeds increase, many plants 
change form and height, with resulting decrease in h, d, and zom. 
It  is unlikely that the relationships given in Equations 6.92 
through 6.96 hold true for large wind speeds.

6.3   Water Balance Equation

The water balance equation is written for a control volume of 
unit surface area and with a vertical dimension that extends 
from the soil surface to a lower boundary that is commonly 
assigned a depth below the bottom of the root zone (Figure 6.1) 
but may be much deeper:

 
0 = − + − −ΔS P R F LE

w( )
,

λρ
 (6.97)

where
ΔS is the change in soil water storage in the profile (taken as 

positive when water storage increases over time)
P is precipitation and irrigation
R is the sum of runoff and runon
F is flux across the lower boundary of the profile
LE/(λρw) is water lost to the atmosphere through evaporation 

from the soil or plant or gained by dew formation

Units are typically millimeter depth of water per unit time, 
equivalent to volume of water per unit area per unit time. The 
value of P is always positive or zero, but values of ΔS, R, F, and 
LE/(λρw) may have either sign. By convention, R is taken to be 
positive when there is more runoff than runon. As in Equation 
6.1, LE/(λρw) is positive when flux is toward the surface of 
the soil. The equation is often rearranged to provide values of 
LE/(λρw) when suitable measurements or estimates of the other 
terms are available; but it can and has been used to estimate run-
off, soil water available for plants, and deep percolation losses 
(flux downward out of the control volume). Here, we take F as 
positive when flux is upward across the lower boundary into the 
control volume. The term F is used rather than P for deep perco-
lation, both to avoid confusion with precipitation, and to avoid 
the common misconception that deep flux is only downward 
since P is often used to indicate deep percolation.

In the case of LE/(λρw), the units of LE (W m−2) are conve-
niently converted to depth of water in mm s−1 by dividing by 
the latent heat of vaporization (λ, ∼2.45 × 106 J kg−1) and by the 
density of water (ρw, ∼1000 kg m−3), with little loss of accuracy 
because the changes in density of water and the latent heat of 
vaporization with temperature are small. For precise work, 
both parameters can be temperature corrected. The change in 
storage (ΔS) is often determined by measuring soil water con-
tent changes by methods that give volumetric water content, 
θv (m3 m−3). Multiplying the water content by the depth of the 
layer gives the depth of water stored, and the first derivative 
of storage over time is ΔS. In the United States, the term ET is 
used to represent the sum of evaporative fluxes from the soil and 
plant. By convention, ET is taken as positive for fluxes from plant 
or soil surface to the atmosphere. Thus, ET = −LE/(λρw) and the 
water balance may be rearranged as

 ΔS P R F= − + − ET.  (6.98)

This provides a use for the ET term for those who prefer to say 
evaporation rather than ET. Examination of Equation 6.98 will 
satisfy the reader that soil water storage increases with precipi-
tation, decreases if runoff from precipitation occurs, decreases 
with increasing ET, and increases with flux upward into the 
control volume. Although Equations 6.97 and 6.98 are instan-
taneous rate equations, they are often written for an assumed 
period of time such that the variables are in units of depth of 
water for that time period.

6.3.1   Measuring ΔS and ET

Probably the most accurate method of measuring ΔS is the weigh-
ing lysimeter (Wright, 1991). Although large weighing lysimeters 
involve considerable expense, they can give very precise measure-
ments (0.05 mm = 0.05 kg m−2) (Howell et al., 1995). An excellent 
review of the use of weighing lysimeters is given by Howell et al. 
(1991). Careful design, installation, and operation will overcome 
any of the serious problems reported with some lysimeters includ-
ing disturbance of the soil profile (less with monolithic lysimeters), 
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interruption of deep percolation and horizontal flow components, 
uneven management of lysimeter compared with field soil (Grebet 
and Cuenca, 1991), and other sources of bias (Ritchie et al., 1996). 
Other drawbacks include heat flux distortions caused by greatly 
conductive steel walls (Black et al., 1968; Dugas and Bland, 1991), 
but minimal for large lysimeters, and high cost, for example, 
$65,000 (Lourence and Moore, 1991), $80,000 (Marek et al., 1988), 
and $65,000 (Evett et al., 2009a). All lysimeters have walls, one 
that retains the soil and is part of the soil container, and another 
that separates the soil container from the surrounding field soil. 
A gap between the walls is necessary to allow weighing. The wall-
gap surface area is the sum of inside and outside wall horizontal 
surface areas plus the gap horizontal surface area. Well-designed 
lysimeters may have a wall-gap surface area as little as 1.5% of the 
lysimeter soil surface area (Howell and Tolk, 1990).

Schneider et al. (1996) described simplified monolithic weigh-
ing lysimeters (Figure 6.32) that were considerably less expensive 
than, and nearly as accurate as, the monolithic weighing lysimeter 
described by Evett et al. (2009a) (Figure 6.33). These two designs 
represent contrasts in mode of operation and each presents some 
advantages and disadvantages. The design in Figure 6.33 allows 
access to all sides and the bottom of the lysimeter for installation 
or repair of sensors and weighing or drainage systems. The data 
logger that handles all measurements is installed in the under-
ground chamber and typically is subject to only a small diurnal 

temperature swing of 1°C, reducing temperature-induced errors 
in low-level measurements such as load cell transducer bridges 
and thermocouples. Other equipment that may be installed in the 
chamber includes a system for TDR measurements of soil water 
content and bulk electrical conductivity and concurrent measure-
ments of soil temperature, and an automatic vacuum drainage 
system that continuously monitors drainage rate. The drainage 
tanks were suspended by load cells from the bottom of the lysim-
eter tank, allowing measurement of tank mass change without 
changing the mass of the lysimeter until the tanks are drained 
(manual but infrequent). The design illustrated in Figure 6.33 
overcomes the main disadvantages of the design of Marek et al. 
(1988), which were the shallow soil depth over the ceiling around 
the periphery of the chamber and the nearness of the entrance 
hatch to the lysimeter surface. The shallow soil depth can cause 
uneven plant growth next to the lysimeter, but this problem can 
be eliminated with the installation of a drip irrigation system to 
apply additional water to this area. Access to the lysimeter must 
be carefully managed to avoid damage to the crop.

Figure 6.32 shows a weighing lysimeter design that minimizes 
disturbance to the field during both installation and operation. 
The monolith was collected a short distance away, and the outer 
box was installed in a square hole that disturbed only a 15 cm 
perimeter of soil outside the lysimeter. Because there is no access 
to the sides or bottom of the lysimeter, there is no reason for 
personnel to visit the lysimeter area except for crop management 
and the occasional manual drainage accomplished with a vac-
uum pump and collection bottle. Disadvantages of this design 
are considerable, and include the lack of continuous drainage 
data, the fact that manual drainage may not be timely or com-
plete, and the fact that the weighing system is impossible to 
repair without disassembling the entire lysimeter, which can be 
costly and time consuming (sometimes months; e.g., Schneider 
et al., 1998; Marek et al., 2006). This lower cost, direct weigh-
ing lysimeter built with no access below the surface at Bushland, 
Texas (Howell et al., 2000), experienced a weighing system fail-
ure due to lightning that required removal of the soil container 
and scale, which took many weeks, was costly, and disrupted an 
entire measurement season. A scale failure in a similar lysimeter 
at Uvalde, Texas, caused Marek et al. (2006) to point out that 
this “closed” type of design has the potential to result in costly 
repairs and lengthy loss of data when scales fail. In addition, the 
remote location of the data logger for the “closed” design can 
cause problems of electrical interference or signal degradation. 
The long cable lengths to the external data logger used with the 
lysimeter in Figure 6.32, and the large diurnal temperature swing 
to which cables and data logger were exposed, both caused a six-
wire bridge to be needed to reduce errors due to temperature-
induced resistance changes when reading the platform scale 
load cells. By contrast, the location of the data logger inside the 
lysimeter chamber in Figure 6.33 results in diurnal temperature 
variations being <1°C, allowing a four-wire bridge to be used for 
reading the weighing system load cell. Measurement precision 
with the lever beam scale in Figure 6.33 is 0.06 mm, while that with 
the platform scale in Figure 6.32 is 0.1 mm.
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FIGURE 6.32 Cross-sectional view of simplified weighing lysim-
eter installed for grass reference ET measurements at Bushland, Texas. 
(From Schneider, A.D., T.A. Howell, A.T.A. Moustafa, S.R. Evett, and 
W.S. Abou-Zeid. 1998. A simplified weighing lysimeter for monolithic 
or reconstructed soils. Appl. Eng. Agr. 14:267–273.)
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Weighing lysimeters measure mass change over a given time. 
If mass is measured in kilograms, then dividing the mass change 
by the surface area in meter squares of the lysimeter will give 
the change in water storage, ΔS, of the lysimeter as an equivalent 
depth of water in millimeter, with only slight inaccuracy due to the 
density of water not being quite equal to 1 Mg m−3. If evaporation 
from bare soil is being measured, then the surface area of the soil 
within the lysimeter should be used in the calculation. However, 
if a closed crop canopy is present, then the surface area to be used 
should be representative of the canopy surface that is supported 
by the lysimeter. This may be equal to the sum of the lysime-
ter soil surface area plus one half of the wall-gap surface area, 
depending on the lysimeter design and crop planting pattern.

If only daily ET values are needed, then ΔS is computed from 
the 24 h change in lysimeter mass, usually midnight to midnight. 
Some averaging of readings around midnight may be needed to 
smooth out noise. The daily ET is computed by summing ΔS with 
any precipitation or drainage. Data from a continuously weigh-
ing lysimeter may be presented as a time sequence of mass (or 
depth of water storage) referenced to an arbitrary zero (Figure 
6.34). Irrigation or precipitation events often will appear as obvi-
ous increases in storage (Figure 6.34), and drainage events will 
show up as decreases in storage. Adjusting the sequential record 
of storage amount by subtracting the rainfall or irrigation depth, 
and adding the depth of drainage water, at the time that these 
occurred, will remove these changes in storage, and is equivalent 

to the operations defined by the +P and +F in Equation 6.98; result-
ing in the monotonically decreasing storage shown in Figure 6.35. 
Taking the first derivative of the adjusted storage with respect to 
time gives the adjusted ΔS rate, and thus ET rate (Figure 6.36) (R 
assumed to be zero). In order to compute ET rates on the same 
time interval as lysimeter mass measurements are made, we must 
have concurrent measurements of irrigation, precipitation, and 
drainage on the same or a finer recording interval.

Weighing lysimeters are subject to wind loading, more so when 
the soil surface is bare, as evidenced by Figure 6.37. In windy 
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FIGURE 6.33 Cross-sectional view of the large weighing lysimeter at Dayr Alla in the Jordan Valley, Jordan. (From Evett, S.R., N.T. Mazahrih, 
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regions, it may be necessary to smooth the data to remove noise 
when calculating the ET rate. Gorry (1990), following Savitsky and 
Golay (1964), described a method for general least squares smooth-
ing that allowed application of different levels of smoothing to both 
the raw data and their first derivative. Application of this method 
to post-processing of data is preferable to real-time smoothing 
that may eliminate detail in the data. With post-processing, we 
can apply only the amount of smoothing needed to reduce noise 
to acceptable levels. A computer program to apply Savitsky–Golay 
smoothing is available (http://www.cprl.ars.usda.gov/programs/).

Microlysimeters are lysimeters small enough to be installed 
and removed by hand for weighing daily or more often. They 
have been used to measure the water use of short grass, but 
lack the soil depth needed for soil water redistribution and 
drainage that would reproduce the soil profile water content 
in the adjacent field over the long term. They can give good 
precision but are sensitive to spatial variability of soil water 
characteristics, soil profile water content distribution, and sur-
face condition. Lascano and Hatfield (1992) showed that 182 
microlysimeters were required to measure field average E with 
precision of 0.1 mm day−1 at a 90% confidence level when their 
soil was wet but only 39 when dry. This was due to the greater 
variability of E for wet soil. For a precision of 0.5 mm day−1, 
only seven microlysimeters were required for any soil wetness. 
To avoid heat conduction to and from the surface, microlysim-
eter walls should be made of low thermal conductivity materi-
als such as plastic; and, to avoid trapping heat at the bottom of 
the microlysimeter, the bottom end cap should be made of a 
thermally conductive material such as metal (Evett et al., 1995). 
Plastic pipe makes good microlysimeters. Typical dimensions 
are 7.6 or 10 cm in diameter and from 10 to 40 cm in height. 
Beveling the bottom end eases insertion into the soil. Typical 
practice is to insert the microlysimeter vertically until its top is 
level with the soil surface; then dig it out, or rotate it to shear 
the soil at the bottom, and pull it out. After capping the bot-
tom with a water-tight seal, it is weighed before reinsertion 
into the original or a new hole; sometimes lined with a mate-
rial (e.g., plastic sheet or bag) to prevent sticking of the soil 
to the microlysimeter outside surface. After a period of time, 
the microlysimeter is reweighed and the difference in initial 
and final weights is the evaporative loss. Short microlysimeters 
should be replaced daily, as the water supply is soon used up to 
the point that the soil inside the lysimeter is no longer at the 
same water content as the soil outside, biasing the measured E. 
In a study of spatial variability of evaporation from bare soil, 
Evett et al. (1995) used 30 cm high microlysimeters to avoid 
daily replacement so that the spatial relationship would not be 
changed. They showed that for their clay loam soil the 30 cm 
height was adequate for 9 days. If plant roots are present, it is 
recommended to replace microlysimeters daily to lessen errors 
associated with root water uptake that occurs elsewhere in the 
field but not in the microlysimeters.

Alternatives to weighing lysimetry include soil water mea-
surement methods for assessing ΔS for a soil profile of given 
depth over a given time. In this case, the soil volume of interest is 
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unbounded below the surface and F is, strictly speaking, uncon-
trolled. Measurements of soil water content can give the change 
in soil water stored in a profile of given depth with good accu-
racy; and can give good values for E if water flux across the bot-
tom of the profile is known or can be closely estimated. Baker 
and Spaans (1994) described a microlysimeter with TDR probe 
installed vertically to measure the water content. Comparison of 
E calculated from the change in storage determined with TDR 
closely matched the E measured by weighing the microlysim-
eter. Young et al. (1997) showed that a single 800 mm long probe 
installed vertically from the surface could account for 96% of ET 
from weighing lysimeters irrigated on a 6 day interval; but stan-
dard error for the probe was about four times larger than that 
for the lysimeter (0.46 and 0.07 mm, respectively). In a container 
study with a sorghum plant, Wraith and Baker (1991) showed 
that a TDR system could measure ET with good resolution and 
provide measurements of change in storage on a 15 min interval 
that compared very well with those measured by an electronic 
scale. Despite the good laboratory performance of TDR for soil E 
and ET determinations, outdoor installations are limited by the 
depth to which TDR probes can be installed without disturbing 
the soil profile unduly, and the diurnal and seasonal tempera-
ture effects on TDR derived water contents, which can bias E and 
ET determinations.

Evett et al. (1993) showed that change in storage in the upper 
35 cm of the profile under winter wheat could be accurately 
tracked with horizontally placed TDR probes, with an average of 
88% of daily ΔS occurring in the upper 30 cm. But, E estimates 
were incorrect (compared with a weighing lysimeter) when flux 
across the 35 cm lower boundary occurred. However, combina-
tion of the TDR system with neutron moisture meter (NMM) 
measurements of deeper soil moisture allowed measurement 
of E to within 0.7 mm of lysimeter measured ET over a 16 day 
period; five times better than the accuracy achieved using only 
NMM measurements.

Figure 6.38 shows the soil water storage (referenced to arbi-
trary zero) as measured for winter wheat by weighing lysimeter 
and two TDR arrays. Each TDR array consisted of seven probes 
inserted horizontally into the side of a pit and the pit backfilled 
after wheat planting. Probe depths were 2, 4, 6, 10, 15, 20, and 
30 cm, and the probes were read every half hour. Rains on days 
101, 104, and 106 can be seen as increases in the storage amount. 
Changes in storage as measured by the two systems were nearly 
identical in the 7 day period shown (Figure 6.39); and ET 
amounts were closely similar (Figure 6.40).

Water balance measurement intervals commonly range 
between hours and weeks and are usually no smaller than the 
required period of ET measurement. Measurement of each vari-
able in Equation 6.97 presents its own unique problems. These 
include measurement errors in determination of lysimeter mass 
or ΔS, and errors in P and R measurements. Problems of P and R 
measurement are essentially identical for either weighing lysim-
etry or soil profile water content methods because the surface 
area of the control volume can be defined for both methods with 
a water-tight border, often consisting of a sheet metal square 
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FIGURE 6.38 Soil water storage in the upper 35 cm of the soil pro-
file, as measured by two TDR probe arrays, compared with storage in 
a 2.4 m deep weighing lysimeter. Zero reference is arbitrary. Winter 
wheat, Bushland, Texas, 1992.
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or rectangle pressed into or partially buried in the soil surface. 
When the soil volume is unbounded below the surface, as in the 
soil profile water content method, there are additional errors 
due to uncontrolled horizontal flow components and deep per-
colation that are difficult to measure or estimate. Nevertheless, 
the profile water balance technique is applicable in many situa-
tions for which lysimetry is inappropriate or impossible and is, 
in addition, much less expensive. In many cases, the horizon-
tal flow components may be assumed to sum to zero; and deep 
percolation may be nil if the soil profile water content measure-
ments are made to sufficient depth (Wright, 1990).

When the NMM alone is used to measure soil water content, 
the soil water balance method is suitable for periods of several 
days or more if closure (F ≈ 0) at the bottom of the measured 
soil profile can be obtained (Wright, 1990). The NMM has been 
commonly used (Cuenca, 1988; Wright, 1990) but due to the 
small changes in water content associated with daily ET, this 
water balance method has usually been restricted to determina-
tion of ET over several-day periods (Carrijo and Cuenca, 1992). 
Evett et al. (1993) showed that TDR measurements of soil water 
content near the surface could be coupled with deeper water 
content measurements by NMM to close the water balance con-
siderably more precisely than with the NMM alone, opening up 
the prospect for daily ET measurements by this method.

Although several alternatives to the NMM have been 
introduced, all depending on sensing a change in the soil’s 
electrical properties due to water content changes, none of 
these has proven useful for ET determinations due to interfer-
ence from soil temperature, bulk electrical conductivity, and 
bound water effects on the soil dielectric permittivity, which 
are particularly important in superactive clay soils but pres-
ent in nearly all soils (Evett et al., 2008), the limited measure-
ment depth of some of the available sensors (Mazahrih et al., 
2008), and the problems with small-scale spatial variability 
and nonrepresentativeness of readings uncovered by Evett 
et al. (2009b). The latter authors found that, in the field, the 
dielectric sensors used in access tubes were less precise than 
either the NMM or gravimetric sampling. Mazahrih et al. 
(2008) pointed out several studies in which soil water uptake 
was substantial to depths >3 m for crops such as corn, cotton, 
sugar beet, and winter wheat. A soil water sensing system for 
ET determination must be capable of determining the water 
content of the entire soil profile from the surface to well below 
the zone of root water uptake if the control volume is to be 
closed and ET estimates assured without errors due to deep F.

Surface storage has been ignored in the discussion of soil 
water balance here, but it not only has a large influence on the 
amount of water infiltrated from a precipitation or irrigation 
event, but it is also one of two factors that are the most amenable 
to human control both on a small and large scale. The other is 
infiltration rate, a soil property that may be increased by soil 
tillage over the short term, and decreased by tillage in the long 
term, and also may be influenced by no-tillage or minimum-
tillage practices, by tree plantings and ground covers designed 
to protect the soil surface from slaking and crusting, and many 

other practices. Many farming efforts are aimed at increasing 
surface storage through practices like plowing to roughen the 
soil surface or furrow diking to create infiltration basins and 
decrease runoff, to name two. Soil conservation measures such 
as terraces, contour bunds, etc., are aimed at decreasing runoff 
or runoff velocity, and thus increasing the opportunity time for 
infiltration. On the other hand, water harvesting is a practice 
of increasing runoff by reducing both surface storage and infil-
tration rate, with the aim of using the runoff water elsewhere. 
Among the oldest artifacts of human cultivation are water 
harvesting systems that included the removal of gravel from 
desert surfaces to improve runoff, terrace systems for guiding 
and reducing runoff, and in some cases, the combined use of 
both technologies to concentrate water on an area chosen for 
cultivation (Shanan and Tadmor, 1979). To the extent that such 
practices influence infiltration, they will affect the timing, 
magnitude, and spatial patterns of such energy balance terms 
as sensible and latent heat fluxes, and the convective heat flux 
accompanying infiltrating water.

6.3.2   Estimating Flux across the 
Lower Boundary

One of the great advantages of lysimeters is that they control 
the soil water f lux, F, into and out of the control volume. To 
date, a reliable soil water f lux meter has not been developed, 
so F must be estimated if it is not controlled. If water f lux 
across the lower boundary of the control volume is vertical, 
it may sometimes be estimated by measurements (preferably 
multiple) of soil water potential, h, at different depths sepa-
rated by distance, Δz, and knowledge of the dependence of 
hydraulic conductivity, K (m s−1), on soil water potential, the 
K(h) curve. The potential difference, Δh, coupled with the 
unit hydraulic gradient for vertical f lux, gives the hydraulic 
head difference, ΔH, driving soil water f lux. Averaging the 
measurements allows estimation of the mean hydraulic con-
ductivity for the soil layer between the measurement depths 
from the K(h) curve, and thus estimation of the soil water 
f lux, Jw (m s−1), from a finite difference form of Darcy’s law

 
J K H

zw = −
⎛
⎝⎜

⎞
⎠⎟

Δ
Δ

. (6.99)

Soil water potential may be measured by tensiometer or other 
means described in Chapter 3 (or see van Genuchten et al., 1991). 
Methods of measuring or estimating the K(h) curve may be 
found in Chapter 4. For fluxes across boundaries too deep for the 
installation of tensiometers, the soil water content may be mea-
sured at two or more depths by the NMM (see Chapter 3) and 
the soil water potential inferred by inverting the θv(h) relation-
ship, which may be estimated or measured (see Chapter 3 or van 
Genuchten et al., 1991). Due to the hysteresis of the θv(h) rela-
tionship, there is more room for error when basing Jw estimates 
on θv measurements. But, for many cases, the soil water potential 
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will be in the range where hysteresis is not a large source of error 
(drier soils), and hydraulic conductivity is not large either. Thus, 
both the value of Jw and the error in Jw may be small enough for 
practical use in determinations of ET.

6.3.3   Precipitation and Runoff

An in-depth discussion of precipitation and runoff measurement 
and modeling is beyond the scope of this chapter. A classic and 
still valuable reference on field hydrologic measurements is the 
Field Manual for Research in Agricultural Hydrology (Brakensiek 
et al., 1979). A more up-to-date and extensive reference is the 
ASCE Hydrology Handbook, 2nd edition (ASCE, 1996). Flow 
measurement in channels is detailed in Flow Measuring and 
Regulating Flumes (Bos et al., 1983). The monograph Hydrologic 
Modeling of Small Watersheds (Hann et al., 1982) included use-
ful chapters on stochastic modeling, precipitation and snowmelt 
modeling, runoff modeling, etc., and listed some 75 hydrologic 
models available at that time. For soil water balance measure-
ments, runoff is often controlled with plot borders or edging 
driven into the ground or included as the above-ground exten-
sion of a lysimeter. Steel borders driven into the soil to a depth of 
20 cm will suffice in many situations. Sixteen gauge-galvanized 
steel in rolls 30 cm wide is useful for this and can be reinforced 
by rolling over one edge. If runoff must be measured, this can 
be done with flumes such as the H-flume and recording station 
shown in Figure 6.41.

Precipitation varies so much from location to location that 
it is rarely useful to attempt estimating it. Measurement meth-
ods include standard U.S. Weather Bureau rain gauges read 
manually, various tipping bucket rain gauges, heated gauges to 
capture snow fall (e.g., Qualimetrics model 6021, Sacramento, 
CA), snow depth stations, etc. A rain gauge should be located 
as close to the surface as possible and be surrounded by a wind 
shield to avoid catch loss associated with wind flow over the 
gauge (Figure 6.42). A standard for the capture area or throat 
of a rain gauge is that it should be 20 cm in diameter because 
smaller throats lead to more variability in amount captured. 
Various designs of tipping bucket rain gauge have become 

standard equipment on field weather stations. These are capa-
ble of providing precipitation data needed to solve the soil 
water balance for short intervals. Two problems are sometimes 
associated with tipping bucket type gauges. First, most of these 
devices count the tips using a Hall-effect sensor for detecting 
the magnetic field of a magnet attached to the tipping bucket; 
and the sensing system is sometimes susceptible to interfer-
ence from sources of electromagnetic noise such as vehicle 
ignition systems, generators, lightning strikes, etc. Second, 
tipping bucket gauges do not keep up with very large rainfall 
rates. In regions with predominantly small rainfall events, a 
third error due to the water left in the tipping bucket at the 
end of precipitation may result in significant accumulative 
errors in seasonal precipitation. At Bushland, Texas, we have 
observed tipping bucket errors of 10%–15% for totals of rain-
fall from high intensity convective thunderstorms compared 
with amounts collected in standard rain gauges and sensed 
by weighing lysimeters. If accuracy is very important, then a 
tipping bucket gauge should be supplemented with a standard 
gauge that captures and stores all the rainfall. For solving the 
soil water balance, experience shows that the rain gauge(s) 
should be placed directly adjacent to the location of ΔS mea-
surement. Separation of even 100 m can lead to large errors due 
to the spatial variability of precipitation.

For studies and operations at scales larger than small field 
size, there are now precipitation estimates from Doppler radar-
based systems that offer calibrated rainfall data on a 24 h basis 
(Figure 6.43; see also Legates et al., 1996; Vieux and Farajalla, 
1996). Although Figure 6.43 shows large grid sizes and only 16 
levels of precipitation, grid sizes of 4 km on a side, with 256 lev-
els of rainfall, are available. Data for these maps are generated 
by the WSR-88D radar system, usually known as the NEXRAD 
weather radar system, in widespread use in the United States. 
The Center for Computational Geosciences at the University 
of Oklahoma has developed a radar-based precipitation inter-
face (RPI) for the radar data to generate the maps. Radar data 
are used from two or more stations and calibrated against rain 
gauge measurements available from, for example, the Oklahoma 
MESONET system of weather stations.

FIGURE 6.41 H-flume and recorder (in white box) for measuring 
runoff rate from a graded bench terrace at Bushland, Texas. Note dike 
diverting flow from uphill flume.

FIGURE 6.42 Wind shield installed around a heated, tipping bucket 
rain gauge.
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